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Abstract

While there has been a recent growth of intereshénuse of computers to assist in creative exjumess
there has not been much discussion about apprestigtegies for the design and implementatioruohs
works. Many interactive computer works to date hased either cinematic or architectural approadahes
order to provide for artistic content. It is my @g®n, as outlined in this thesis, that there tsxasnew form

of creative expression, via computers, outside hefs¢ other artistic formats - one that is purely
"computational” in design and implementation. Thylothe following work, | will propose a general nebd
for computer-based interactive art, using contimutaalient” parameters that are derived from thesighal
environment as sources for subsequent artisticfivtamation of abstract content. This work demonsta
several possibilities towards expressive causeeftdationships between the interactive participamd
the environment, illustrating these links througlathematical modeling and corresponding examples.
Furthermore, this model of interactive art is uptiaiscalable, allowing for multiple participantsitaeract
within a shared environment. This thesis will expl@ome theoretical issues, present related résearc
introduce and detail each sub-system of the mauagdly the model to six different real-world intetige
environments as part of Tod Machovdtgin Opera and provide an evaluation of the research project
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Chapter

1 Introduction

“ The medium is the message.”
- Marshal McLuhan

“ The message is the message.”

- Walter Bender, M.I.T. Media Lab
Consider the following scenario: you are walkingotigh a train station on your way to work in therniog.
Looking over the throngs of fellow commuters, yatice a line of video projections along the walish® building.
Mixing in with the crowd is a light, airy video geztion of colorful, floating streams that hoveroab the crowd,
moving hurriedly alongside of the hectic mass imshme direction as everyone else. Your eyes edtmhg gaze at
the kinetic video sculpture situated in this pulsigace. Running a little bit behind schedule, yargé ahead along
with the rest of your compatriots.

Evening arrives and you return to the same triitios to leave the city. Hoping to be able to spatittle
more time looking at this public art work, you netdo the same location as in the morning. Howeseerything is
different in the work, the video sculpture that veaslier moving right to left, is now moving in tio¢her direction
and the formations of the bands of color are nawst, stretching out across the screens. You éitdeapuzzled,
thinking about what has changed with the video waskit obviously must be a simple video projectialthough
the content of the work is different, it still iey and appropriately fitting to the environmemltich now has a
trickle of fellow evening commuters who are moviledt-to-right behind you. After pausing a little idy you
deduce that the video maker was smart enough ® hisiher work to reflect the changes of the emritent from
morning to evening. What a long videotape it mestdplay out this daily rhythm in a linear manner!

As the next day is a weekend, you decide to cortee Boston to take in the sights. This time when yo
arrive in South Station, the video work is agaimwdifferent than the night before. The flowing darof color are
very abstract now, lacking a distinct formationnadtion, swirling around themselves. Again, althotigd work has
changed, it is nevertheless fitting to the publivvimnment where a few tourists are meandering ratotine
building. This can’t be so, you ask yourself, ifisst not possible to make a linear video work cgpand to the
immediate environment like this! It seems as thotigh art work adapts itself to the activities withithe real
physical space. What is going on?

Actually, the above is the scenario of a recepthyduced interactive installation naméthat Will Remain
of These?1997) which has been shown at a number of exbitsitthroughout the world. In this work, a set of
hidden video cameras “deconstruct” the motions d¢drge number of people in a public space into rieseof
numerical qualities. These qualities - such as enadiirection, velocity, and color content - arerthpeojected back
into the physical environment through a physicaldshparticle simulator. Whatever motion patterres thwitting
participants make, through their daily rush-houndaors, these are mimicked by the system. The gihktended
to reveal large-scale patterns that we are allragiaas individuals. The process of rhythmic motie adapted by

the system, playing it back to us in a highly adostied form before our eyes. As there is no cledelineated space
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where one explicitly interacts with the work as iadividual, the piece strives to give a more myisigs effect
through the use of implicit and group interactionbe goal is to create a mirror image of ourseladiseit a hazy
and distorted ong.

This work is an example of what is known as aerittive computer art installation. While the notiaf
interactive computer art has been a subject oftgeperimentation and theoretical discodrsehas been very
difficult to design and implement such works incanfial and mathematical fashion. This is due touhfrtunate
division between the artists and technologistsheaaving their own form of discourdeFurthermore, many
interactive works tend to use a cinematic language. actors, scenes, cameras, etc. - in ordeotemunicate a
thematic idea. Virtual Reality, and other similarrhats, create new digital worlds and allow thewee to
objectively navigate through the space.

However, this above described work uses a diftemawdel of interactivity in which there is no naatgpn
of a constructed digital environment, as there as axplicit content that has been programmed. Thytadi
environment inherits the qualities, i.e. bodily ioat of the physical environment, rather than tiemer learning
the rules of the interactive work. We could sayt tha interactive environment mathematically magsdontinuous
and qualitative descriptions of the physical woitdlo a computational one, which in the above examnpé-
visualizes the unfolding process of mass transér dime. Such a work of interactive art is meanséove as a
example of this thesis’ model of interaction. Irclsuan interactive environment, the computer createet of
continuous-valued sensory descriptions of the enwirent, performs a series of well-defined matherahti
transformations of these descriptions, and remageset salient descriptions to an output system.

All in all, 1 hope that such a model of interadtyvwill be able to provide another counterpointtte

McLuhan argument:The mapping is the message."

1.1 Motivation and Thesis Contributions

My interest in this thesis document, and set oftdbed projects, is to provide a formal and welfided set of

bridges between computational technologies andt@aréxpression. As there are as many approaches &s there
are artists, my intent is to explore that whicleint amodel of computational arComputational art differs from
what | would callcomputer-mediated aifor one fundamental reason: pure computer artdcaot exist in other
technologies. Computational art is algorithmic,ngsmodels and simulations to reveal the thematitesd that is

encoded into the system, exploiting all of the daliges that computers offer. This system is meantontrast with

traditional multimedia uses of computers that foonsthe communication of a cinematic, narrative ezimce.

While both methods use sound and image technologiesmatic experiences could be found in othemfds and

therefore cannot be considered pure computatiohahany opinion.

Computer mediated narratives, as illustrated bgnBa Laurel irf, tend to be figurative in design, using
complex objects such as characters, setting, aodtpl literally communicate a theme. In my propo&al a
computational art, | prefer to portray a procesd tould communicatqualitiesof an experience. In thexposition
of processthe viewer would be led to a particular reasongiper than being explicitly told the thematic cepts.

For example, rather than creating a cinematic enwirent, through a series of time-elapsed sequerhas,
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illustrates traffic flow in a city, we could creasm algorithmic model that creates a visual flowhw the digital
environment, using a simulation of real-world olvs¢ions. The cinematic experience is fixed andcstahile the
algorithmic model, albeit more abstract and opeimterpretation, can dynamically respond to remletidata. Both
methods communicate the same phenomenon, but tiee, lsm my opinion, is more consistent with thee usf
abstraction in 20 century art. Therefore, in the projects and thémaemodel described in this thesis, | wish to
capture and reproduce what | tesalient characteristicof both the thematic meaning as well as the ictera
viewer.

In order to achieve these goals, | have creatgeéreeral model, that attempts to break the desigh an
implementation of interacive systems into a seakformal and mathematical approaches. The modglthaee
components, described in Chapters 4, 5, and 6, ubata set of continuous valued parameters, naakent
vectors to drive the interactive system. These salieotors are initially computationally derived - olb&tracted” -
from sensing technologies that are “viewing” theeiactive participant. Several possible abstrastame proposed
and implemented in this thesis document, such ks,dorm, motion, etc. This user representatiocdasidered a
point in a hyper-dimensional interface space, stibje subsequent mathematical transformations athéro
operations as the vector proceeds down the sysipeline. Eventually this salient vector is usedctmtrol an
output system that maps this vector into a “reqoetibn space”, creating the output that is feedkbato the
interactive environment. This thesis document prisseseveral key reasons, as exemplified by the ritbest
projects, for the use of mathematical transfornmetias a method for building interactive systems.

The fundamental issue in this thesis, both in teofnartistry as well as technology, is what | gaiésence
This keyword, used centrally in the title of thieesis, is somewhat difficult to define. This is wehe artistic
interpretation comes in: How do we communicateexistence of a thematic idea within such an abistragon of
a computational model? How do we represent theiphlypresence of an interactive participant? Whasence
does he/she have within the interactive causefifepping? If the computational environment is iruster, how
is one person aware of the presence of anothegMysimhat is the relationship between all of thestities and the
output of the system?

These are several complicated questions that toeleel answered. Unfortunately, there is no unifegdhal
research approach available at this point in tirkhewever, it is possible to make suppositions anpegrents
based on these notions in order to get a bettea @fehow to approach the design and implementatibn
computational art. Through this thesis documentyill propose a general system which tries to captand
communicate salient information through a parambetesed system that creates cause-effect mappitgsdre the
user and the interactive environment through mattieal transformations. In order to be comprehessit/ is
important to compare and contrast these technigiksother methodologies current in place withie tield of
interactive art.

The remainder of Chapter 1 will be devoted to asowy overview of interactive systems. Chapter 2ilianzes the
reader with several related research and developprejects, both previous and concurrent. Chaptpre3ents a
brief introduction to the proposed interactive modhapters 4, 5 and 6 discuss, in detail, themponents of

the proposed model of interactivity including inpsensor, data communication, and output visuatinati
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technologies and methods. Chapter 7 presents thkenmentation of these models into actual workingtems
which are part of Tod MachoverBrain Opera Chapter 8 extends tHgrain Operaimplementation, improving
several weakness in the original design. Chaptevauates the subjective success of the projecposes future

research and development directions, and servasasclusion to the thesis document.

1.2 Interactive System Theory

The following sections present a summary of thennaiScourses surrounding contemporary interactiedianart,
drawing from the current literature and discusdimei that have dominated the field for the past fgmars. As the
theoretical study of interactive art is relativelgw, many of the following topics are still evolgimnd subject to
interpretation. To me, the most interesting aspetiateractive computer art lies in the experinaémiombination
of both dynamic system design and artistic therhasdan be effectively delivered within such anee.

This leads to one of the fundamental question$ #lialiences have towards interactive akthy is
interactive art interactive and "traditional” art an-interactive? Every time | look at the same “titazhal” piece |
am interacting with the vision of its creator arftetexperience varies from viewing to viewing depgndn my
mood, its placement alongside other works at thabétion, and how it is described in the programter) etc.
Therefore it's meaning or significance is indeedifioear and highly evolving."

What is unique to an interactive artwork is theteynatization - usually through computers - of aade
rules and relationships between the viewer anadméent of the work. It is through interactivityathwe can change
the artistic “surface” that is presented to theieamce. Different surfaces - so the hope - will prog qualitatively
different experiences in the impressions of theienae. It is important to note that “meaning” arsighificance”
are highly subjective experiences that the vieveeeives when viewing any work and therefore vefficdit to
predict and formalize. In a way the interactivenantk is incomplete without the interactive partei, fulfilling

Duchamp’s statement “the viewer completes the pictd

1.2.1 The Creator’s Creator

As noted in William Mitchell's The Reconfigured Eythe ultimate aesthetic of computer-based art stieom the
computational tools that are employed by the dttisinfortunately, the knowledge of computer systems
programming is not widely distributed, forcing p&mmto either software user or developer rolesewthe artist,
who is not him/herself a computer programmer, cheds develop an artwork with a set of computatibaadware
and software tools, there is a corresponding setesthetics that are inherited with this choiceer&his no such
thing as an aesthetically neutral set of softwapelpcts, as the designer of the tools has alreathedded his/her
particular vision of what “computer art” should fegood example is with Virtual Reality technologjievhich have

a rather large economic force supporting the rebeand development of basic communication technesod his
can be an asset to the artistic community, as sutdrge market base gives the technology the pbigsibf

becoming a high volume/low margin business. Indeeéth the advent of several low-cost 3D graphicsederator
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peripherals for the IBM PC, the power that was oreserved for the most expensive systems is nowiwthe
reach of many low-budget producers.

However, this is a double-edged sword. These \dRrelogies are based on a simple perspective model
that is intended for the replication of wire-mestlygon structures with simple shading algorithmstexture
mapping. Aside from these features, these systemsot produce anything else. This is a clear atdho of the
limitations of using commercially available prodsicas the content developer is aesthetically caingtd to that
which is considered economically viable. If theissremploys such a software tool set, it shouldobt of free
choice with the willingness to work within that #estical format. However, as interactive environtserely on
new and novel devices for the presentation of authinal material, there is the danger that certiyes become
rapidly cliched and loose much of their artistipagl. This sentiment is echoed by Graham Weirbmed Tamas

Waliczky?, who call for specialized systems for artistic iemements that are outside of economic forces.

1.2.2 State-space Content Models

Interactive art is largely the systematization lod representations of the viewer, the underlyingtexat, and the
relationships between these two elements. Herdll present two contrasting formats of content esgmtations.
The first model type uses a finite-state spacesprasent a set of state potentials and transitients between the
states. Such a model is widely associated withlim@ar narrative systems and has a relatively smgpresentative
structure. In Figure 1-1, there is an example disitate space where the circles represent stathe sfstem and the
arrows indicate the paths of transitions that #iosvad between states. In a completely conneciatg-stiagram that
has N number of unique states, where each statdraasition to all other states, including itseliere are R
possible transitions. Therefore, as we increasentimeber of allowed states, the number of transitieants grows
exponentially. Of course, a completely connectedesgraph is not always needed and we can gerertile
number of transitions to T*N where T is the nhumbétransitions from a state and N is the numbestafes, and,
obviously, T< N. However, there still are several productionbbeas when the number of states and transitions

becomes very high.

e

Figure 1-1. Simple state diagram with 4 statesdhaffully interconnected.



The canonical examples of a state-space moddayhutivity are the “choose your own adventure” kso
that were briefly popular in the early 1980’s. Hére reader would read the contents of a page @ruaually with
an adventure or fantasy theme, and then be prekanist of options that his/her character coulckenaypically
limited to two or three at a time. There would bgage number listed that the reader should jumphould he/she
choose to take that course of action, making thding of this book non-linear and interactive iveay rudimentary
sense. The states in this environment are pageseiate to a spatio-temporal placement of theggonist of the
story and the transitions are made between pagés inook that keep the plot moving forward.

This genre of storytelling is very important irrrtes of state-space models of interactivity for salve
reasons. First, the story is arranged such thatethder receives a perceived continuity of theatia, although the
data (the text) is non-sequential in the datab#dse gtory). Second, the reader can only make adsssat certain
points in the story, thus the interactivity is odlyring select times that denote windows of opputies to alter the
path of the narrative. Therefore the interactivpegience is not continuous in nature. Third, thenber of choices
is constrained by the size of the storage meditn lfbok), due to limiting factors such as printexgpense and the
costs to pay writers to develop so many narrativeads. Last, there is only a binary representatfdhe reader in
this system, as we must choose one out of tworeethourses of action. It is not possible to veemyafrom these
state transitions.

Needless to say, this genre of interactive artndidoutlast its novelty after a few years. CD-RQMjects
that have adopted a similar format also often nto such problems, creating calls for a model-baggatoach
However, with the introduction of the World Wide Weas both a communication medium as well as a &iabl
programming environment, a new state-space gerartisntly being explored by several researchedsaatists. As
the Web is a highly distributive bi-directional émnment, several new works, such as Werld Wide Movie
Map'® and Dream Machin&, allow the state-space to be developed as wellaatgated by the audience. This
format may prove to be an interesting avenue tovioand hopefully additional experimentation wi# done in this

area.

1.2.3 Parametric systems

In contrast to the state-space representationtefdative experiences, a parametric system is otarned with
permutations. By parameters, | am referring to tiomme variables for computational models that atter output of
the system in a seemingly continuous manner. Asnagét expect with such a term, parametric systaradargely
mathematical systems rather than higher-level depaesentations such as state diagrams. For exatagke the
mathematical expression:
y=f(x)=mx+Db (1-1)

wherem andb are arbitrary constants. Here, in this functitwe, independent variabjeis related to the output of the
system based on these two parametandb.

What then doeg meanin this system? This raises the fundamental questi parametric systems as there
are no inherent semantics that bind a meaningedio tipresentation. All that parametric systemgsdoumerically

map values from one symbolic space to another, drrspace to another 1-space, under the conttbksé two
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output

forces

(Ax, Ay)

mean(i[t]) foreground

variance(i[t])

Figure 1-2. Sample input/output links in a parametystem.

parameters, as in the above example. Any impresdiomeaning is ultimately created by successive pimgs that
reach the subjective viewer and will be discusseldter chapters. What makes such a method iniiegeistthat the
system is succinct and well-defined, but is ablprtmduce significantly different outputs based loa talues of the
parameters of this equation.

Another advantage of using a parametric systethaisthe output of one component of the systembean
used as control parameters to another - perhapemhigvel - section of the interactive environmebtnsider a
system block diagram as depicted in Figure 1-2 vdiemonstrates how the output from one systemed as input
into another system. Such a method of input/outmunectivity is similar to the way Opcode’s MAX swére
program allows the user to form MIDI and sound emwinents. These parameters, as presented in dsstlare
derived from a series of interfaces abstractioms$ thap the viewer into the environment. The intéoas of the
viewer become the control parameters into the ergirstem, creating a cause-and-effect linkage leetvihe
stimulus (the actions of the viewer) to the respoftee change of the system). Therefore this tyfpgystem is
continuously “reacting” to the user, unlike stapaces that limit the user interactions to disctestsitions between

states.

1.2.4 User Modeling and Representation

Given that the viewer is one of the central commbmef an interactive environment, we need to amrsihe
corresponding representations of the participainst e should examine what the interactive enviment contains
in terms of thematic content and physical incaoratis the viewer alone or in a group? Is he/shergtangible
objects with which he/she will have intellectualemotional associations? To what extent can theaiialter the
presentation of the work? How can we make for ssist@ncy between the viewer and the virtual waridwhich

the actions of the audience ultimately map to gor@griate response of the system? These are inmpayteestions
because they create links between the membersdutlience and the interactive environment. Fomeie, if a
viewer is placed in an empty room with only videmjpctions on the walls, there are no points oériattive

reference that give indications of the role or s of the interactions. Otherwise, if the us@iven a wide set of
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Content User Transition Cause-Effect
Representation Representation Source Mappings
State-space Binary User Events State Transitions
State-space Parametric Classification State Tiansit
Parametric Binary Look-up tables Parametric Mapping
Parametric Parametric Continuous Input  Space Toamsitions

Table 1-1. Four possible representations of theraative viewer and content.

physical objects that act as interface deviced) sisclill Scott’s opened suitcaséshe range of associations of the
viewer are directly related to the objects themszln the former case, the user interaction isatesblin a context-
free environment, whereas in the latter he/shegaa®s the meanings of the interface objects themsel

Much like the sub-section on content representatiom user can also be modeled either in a binitg s
format or through derived continuous parameterss §ives us four possibilities of system integratiwhich are
outlined in Table 1-1.

A binary representation of a user is typically altrdimensional binary vector. Each element of tleetor
is associated with a particular state of the user.instance, let us take the example of four ditiensional input
devices, such as switches, one of which can besgdely the viewer at any point in time. This woglde us a
representation of the user as such:

u=(s,s,,s;5s,) (1-2)
wheres, s, S, ands, are the binary state of each of the switchesee#hl (on) or 0 (off). This binary representation
has a fundamental problem because of its non-lityeas it is not possible to perform simple matla¢ins on such
a format. For example, consider two user statefowf switchesu; = (0, 0, 1, 0 ) andi, = (0, 1, 0, 0). It is not
possible to compute the mathematical average cletieo representations, i.e. 0.5+ u,) # (0,0.5,0.5,0). The
invalidity of such simple mathematical operationgates problems when applying such representatioren
interactive system, as will be demonstrated lateChapter 5.

As a contrast, Figure 1-3 shows a parametric geson of a viewer, based on Jim Davis’ work ontges
recognition through machine vision. Here the usemodeled as a set of orientations of three mainpoments of
his/her body, his/her torso, upper, and lower |&yeh a representation could be:

u=(6,,6,,6,) (1-3)
where 8, 6, 6 are the relative joint angles between these bamyponents in radians. Although the binary
representation is four-dimensional, the paramelescription, due to its continuous values, allogrsaf much wider
set of variances at the input. The binary reprediem only provides for four (or 16 if we allow ntiple switches to
be used at once) unique values that describe the Hewever, this parametric representation cawordieally
contain an infinite number of values, limited bylyothe computer data types — e.g. single-precisensus double-
precision floating point values - provided by themputer. Furthermore, as these vectors are bottincous and
orthogonal, they could be considered as mathenhgt@gats in an abstract “space”, as will be desadilin Chapter
3.
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Figure 1-3. Three dimensional joint-angle pararne&presentation of user. Images taken from [13].

More importantly, we can perform mathematical epiens such as addition, subtraction, multiplicatio
and division in order to create systems that cgperd a computational form of artwork. Since thigdis uses
mathematical transformations to create input/outplationships, it is important that the content\adl as the user
are represented by continuous values. As, in §8tem, inputs and outputs can be linked arbitraalyether, we
need to be able to guarantee, over at least arceatage, the validity of mathematical operatiohiis is to say that
given two user representations; = (0.2,0.6,1.0) andu, = (0.8,0.2,0.5), the average representation can be
mathematically defined as. = 0.5*(u,+u;) = (0.5,0.4,0.75). What such an average “meangdl’ lvé formally

explored in later chapters.

1.2.5 Constructivism in Interactive Art
“Modernism is dominant but dead?®

- Jurgen Habermas
A symposium on new media — including interactivé -atook place at the MultiMediale 4 (April 1995) the
Zentrum fir Kunst und Medientechnologie (ZKM) in&uhe, Germany. The art theory symposium was dame
the "Second Modernism". In the symposium talksessivprominent art theorists presented ideas ondamputer
technologies, through interactive media, are haérglé resurgence of the ideals of the Modernistodrtne early
20" century®® The Modernist era, although difficult to succiyadlefine, is typically associated with Enlightenren
movement and the Industrial age where the inditideabelieved to have objective understanding o th
environment around him/herself. The individual earderstand the world through his/her senses amdeste the
world through physical systems that model realifperefore, the title for the symposium is fittings these
modernist attitudes are typical for contemporatgractive media, in which the artist creates aitfi worlds that
are navigable in the same sense that one walksghrarchitectural spaces. Physical space is dir&rethslated into

digital space.
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Figure 1-4. Examples of polygon meshes (a, ¢ arahd)one (b) rendering that attempt to
“realistically” portray real-world objects. Imagtsken from [16].

Constructivism, borrowing the term from Mitch Renin [17], is a process in which the computeisart
uses a set of media “primitives” that can be comflim order to make ever more complex structuresation is a
“bottom-up” endeavor, beginning with a blank canvgsadually making additions to the environmenguging
together several primitives into objects, and atifey objects in order to make a scene. Each laf¢he object
hierarchy is comprised of a group of lower-levejeats, organized in such a way that the collectbprimitives
operate in conjunction with one another. The besinwle of such a system is computer graphics whisse
fundamental atom is the polygon. Figure 1-4 shows polygons can be grouped together to form ohjeethes
that can be connected to form articulated objectd,so on.

So out of "digital nothing" comes a constructed ldiohence the name constructivism. Whatever is doun
within the interactive environment is the produttlee artist/engineer, leaving very little to chan®Vhile such a
process does indeed sound promising, it is verfycdif to create artificial worlds that both inttig and delight.
Much like the discussion about state-space systeomstructivism requires that any richness or vegawithin the
interactive experience is explicitly pre-programmatb the computer. As Frances Dyson writes, one @aly
experience that which has been constructed in ittheal; therefore there is an inherent limitationthe range of

possibilities:
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“This movement towards obijectification, delineatiomnd fragmentation

subverts the ‘liberatory’ space virtuality seemsffer. ... Yet the parameters of

this ‘space’ are ultimately defined by the binamsino, on/off commands of

digital systems, designed to receive and procefsgsniation according to set

codes that are themselves not neutral. Rather #mering a ‘free-space,’

subjectivity is recontextualized within the progmaatic grid of technology, and

embedded in this grid are all those elements thae dhe fix and rigid reality,

the prescribed subjectivity one might, through R trying to escape’®
The fundamental problem | see with constructivisrthie attempt to create an artificial world whicitads all of the
richness that we expect from artistic environmelmt€omputer graphics, there as been a tendencretde realistic
images that accurately model the real world, exq@@sn the term “photorealistic”. Taking this cadnterm apart, it
would seem as if the goal of computer graphicgi@neral, where to make the computer generated imageeal”
as a “photo” of the same scene. The irony, of aussthat there already is a sensory rich enviemtrthat has been
developed: our own physical environment around/ish constructivism there is the overarching attemoprecast
the physical world, down to the minute detailspittte digital machine. It is my intent, in this sfiedocument, to
suggest mechanisms that can use the dense senfsorgation in the real world, through the abst@ettomponent
which will be described in Chapter 4, to drive atifigial world. The goal is to derive “top-down”uglities that
would be difficult to build “bottom-up”.

One notable exception to this brief discussioasnas Waliczky's delightful computer animatidrhe
Garden In this work, Tamas Waliczky developed a new pecsive system that subverts the entrenchment of
Renaissance perspective systems found in comm@&mianimation packages. The research and develdprzn
however, motivated with an artistic theme in mitight being the egocentric state of a young chilt fhlaces
everything in her own closed world view. Here, tham wrote a completely new 3D to 2D projectionsafe tool
called the “water-drop perspective system” thatrioig a spherical projection of 3D objects arounel shibject of
the animation, here filmed sequences of Tamas'gahild. The wonder of the child exploring her eoviment is
translated into a light and playful distortion dfetshape and form of the environm&hamas Waliczky has
completed two other works that subvert typical catep graphical systems, a circular perspectiveesysn The

Forest® and an inverse perspective systerilie Wa§'.

1.2.6 Deconstructivism in Interactive Art
“There is no longer any system of objects.”

- Jean Baudrillard
Deconstructivism has its roots in postmodern theatyich, in one possible interpretation, states #rgy observed
phenomenon is the result of a subjective projeciia an illusion of meaning. What one receives through the
senses is assembled into a reality based on thenpiens and associations of the viewer. The vidwen active
agent in the environment, as there is no positiomfwhich one can form an objective understandihguth and
validity. Terry Eagleton, in the preface to hiseetbook,The lllusions of Postmodernisraums up postmodern
thought:

25



“Postmodernity is a style of thought which is segpis of classical notions of

truth, reason, identity and objectivity, of the adef universal progress of

emancipation, of single frameworks, grand narratiee ultimate grounds of

explanation. Against these Enlightenment normseés the world as contingent,

ungrounded, diverse, unstable, indeterminate, aoketisunified cultures or

interpretations which breed a degree of skepti@bout the objectivity of truth,

history and norms, the givenness of natures anddherence of identities”
In contrast to the bottom-up process of constrigrivwithin the modernist period, the process opéwdion is a
top-down endeavor. The viewer, given an impressibmeality, must strip away the layers of assooiati and
inferences that he or she contributes to the enmiemt. As this “unlayering” continues, we arrivethag "pure
reality”, dissociating ourselves from assumed raleviewers. This manner of inquiry is calléeconstructionism
or the breaking down of a complex set of surfacesmpressions of reality, in ever increasingly giifred terms.
Therefore postmoderism replaces the notion of dabjeith the concept of process, where meaningsatgective
result of this interrogative process. The sameqgla applies to computer based interactive artaiMh being
presented to the subjective viewer are shadowyeptions that are illusions of meaning. This notiminan
aesthetically oriented surface of media is evokethb French theorist Jean Baudrillard when heesrit

“The description of this whole intimate universeprojective, imaginary and

symbolic — still corresponded to the object’s stas mirror of the subject, and

that in turn to the imaginary depths of the miramd ‘scene’..... But today the

scene and mirror no longer exist; instead, theeessreen and network. In place

of the reflexive transcendence of mirror and scehere is a non-reflecting

surface, an immanent surface where operations dirftiie smootloperational
surface otommunicatiori®* (italics added)

There are two striking keywords in this quotgaerationsand communication The fact that these words have
corresponding meanings between both postmodermytia®ol computer sciences is of particular intei@perations
intimate a feeling of a perpetual “unfolding” ofomess and, perhaps, allusions towards meaning, likecmachine
language op-codesfferationcodes that evaluate to a recognizable computationalnimgga Interactive media artist,
Bill Seaman, describes this unfolding process withis writings on Re-embodied Intelligerfcd.would like to re-
interpret this statement to say that artistic esgian is achieved through tlegposition of proces whose formal
description and implementation will be discussechathematical and technical detail later.

This forms a critical issue in interactive medig as the concepts of subject, object, and theqa® of
viewing become ever more blurred. If we consider tiotion of an "interface" as a means to navighématic
content, then there ought to be a similar coupbifighe observer and being observed. Constructimistactive
works tend to place the viewer in the center of ¢bastructed world, with dominant control of thevieonment.
These modernist pieces, in my opinion, tend to kemptrol centralized at the user level, allowing thewer to
willfully engage and disengage from the piece. Thigion of subjectivity and limited control in imtetive
environments have been previously explored by DRikleby® and Perry Hoberméah

As described in later chapters in this thesispplya these deconstructivist techniques to derivesa
characteristics from an interactive environmenthsas motion, color, and form. The goal is to alfowa richness
of experience, as the system, using parametridtegpsabf the real world to drive the interactivitgrovides for an

“unfolding” of process that both intrigues and sisps the audience.
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Chapter

2 Review of Prior Interactive System Designs

As the formal study of interactive entertainmergteyns and their technological foundations is reddyi new, there
have been many disparate approaches to solviniggbes that were discussed in Chapter 1. Eachedbtiowing
projects, whose groupings | have taken the libeftjorming, offer a specific instance of a generategory of
interactivity. This chapter intends to provide argling introduction to a diverse body of both firdéd interactive

works, their underlying technologies, and soméhefdurrent research foci in laboratories and nsbihs.

2.1 Interface Technologies

The challenges of successful interface design §tem the fact that the programmer/artist is craptirlink between
the viewer and the underlying computation. A shamgfesentation must be formed so that there isnanwn
semantic between the computer and the human. Figrdreshows a block diagram of the significance lof t
interface. For example, the clarity of the desktegtaphor has made a large impact on the face opeting with
the introduction of the Xerox Star and the Maciht@ystems. The success stems from the commondlitiyeo
metaphor between the user and the machine. Thevieses the computer desktop as an extension ofidrigaily
life, borrowing on the associations of objects thetupy this space. The computer represents theagemm familiar
terms on its own, such as bitmaps, files, and kieearchies. While both parties have clearly ddfdarways of
organizing information, both the user and the com@pgan “come to terms” through this over-archiresidop
metaphor.

As it is through the interface that the user egpes his or her intent, this shared metaphor farrasis
through which cause-and-effect relationships atabdished. Continuing with the desktop metaphog tiser
quickly learns that dragging a file object into thashcan is consistent with the expectation otfiomality that is
assigned to that action. That is to say that theiccrepresentation of the trashcan, within theesthanetaphor of the
digital desktop, intimates its own functionalityn®©would not expect to have a new file createdef@mple, upon
the execution of this action. The expectation eésponse given a particular action is directly prtipnal to the
associations that the user takes into the envirahnii@sed on his/her prior experiences with sindlajects. The
more the expected action occurs, the more strahglgause-effect association is reinforced.

Likewise, in interactive computer art, the sefrdgérface objects, both physical and non-physidaé&ctly
influences the expectation of functionality. Themde both a benefit and a liability, dependingtenintention of
the artists and whether they wish to inherit theegal associations of the interface that they Wéeat then occurs
when objects are “overloaded” semantically spedkingcomputer art, one tends to reuse familiar agatpnal
interface objects such as mice, keyboards, andtorsniespecially in pure computer works, such asRtIMs and
Virtual Reality. It is certainly odd for people walk into a museum and see a set of computers ecgbaiwhat is
presented as a work of art, perhaps partly becafisieeir daily associations with the computer as“alpject”.

However there has been an increasing amount cdngs@to new interface technologies and new igtera works
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Figure 2-1. Interface as translator between thesighi/and digital worlds

that exploit these new offerings. With new intedacit is possible for artists to create uniqueseaand-effect

relationships between the user and the underlyiatem. The following sub-sections address sevenalgkoupings.

2.1.1 Image-based Interfaces

Machine vision is a difficult problem to overcomedahas been a highly active focus for the pastdewsades in
universities and corporate research groups. This gdanachine vision are to create scene descriptiised on its
visual contents in order to enable further processirherefore computer vision is typically an ifee to other
computational components such as robot navigatioleo coding®, and 3D scene reconstructf@riThe frustration
in the field of vision interfaces is that althougasic visual understanding is simple to us, thegsses of having a
machine perform a simple vision problem, such geatsegmentation, is a monumental task. While puater
vision is complicated in the general sense, theneehbeen many successes in creating interactiiensgswith
particular assumptions and constraints. Most ofstiezess has been when only a low to mid-level nstateding is
desired. Table 2-1 divides manners of represemstitiat break down into low-, mid-, and high-lewselene
understanding and shows some sample tasks thaaswgresentation could enable. As is readily apgahumans
typically operate consciously on the highest leftgther to the frustration of computer vision rassers.

At the lowest levels, David Rokeby, in his acclaghworkVery Nervous Systerneats the vision input as a
group of pixels® Yasuaki Matsumoto, in his 1995 interactive instiadin Schwerkraft und Gnageised computer
vision techniques to track a viewer’s torso anddsarcreating pulsating graphical star objects asehpoints®
Mixed media artist Natalie Jeremienko uses a slianeie camera that continually watches the Goldate®ridge,
performing vertical motion analysis in order to et#ta person jumping off of the bridifeThese works do not
attempt to achieve any understanding of the visnaironment, only deriving certain characterisficsm a real-

time video stream.
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Many advances in the field of mid-level computesion have come from the Vision and Modeling Group
(VisMod) at the M.I.T. Media Lab. This group hasehesuccessful in both the development of new vision
understanding algorithms as well as a few artigfiplications of this technology. One of the leadarsomputer
vision, Alexander Pentland, together with Babackgktmddam, has created notable advances in faceaaral f
expression recognitiofi. Christoher Wren has writtgsFinder which uses blob analysis to track arms, hands, leg

and torso of a single user within a static natbeatkground’

Knowledge Level Image Representations Enabled Tasks
Low-level Pixels, small local-neighborhood Backgndulifferencing, gradients
Mid-level Edges, "blobs", PCA eigenvectors Feaflracking, classification of

simple gestures
High-level Objects Scene understanding

Table 2-1Three coarse levels of image understanding

Bruce Blumberg applied tha&LIVE systent, developed by the VisMod Group, to a virtual dagmed
"Silas" which is an autonomous agent that reactthéocommands of the human “owner.” Together thgran
element of play between the two characters ingbene: the user can pick up a virtual red ballhenscreen and
throw it, to have Silas retrieve it and drop itthe feet of the owner. This work has been featuatedyoth
SIGGRAPH'95 and the ARTEC’'95 Media Art Biennalelavia Sparacino has used these vision tools toterea
several interactive work®DanceSpaceallows both amateurs and professionals to creedphirs shadows and
musical compositions that are carved out througtion@f the body. Helypographic ActousesMedia Creatures
multimedia objects that exhibit autonomous behavioased on state spaces that are driven by viegtEms.

DanceSpacéas been shown at the Symposium for Interactite®€onnecticut College, 1987.

2.1.2 Audio, Voice, Musical Performance Based Interfaces

As audio is a more simple 1D signal, in terms ahpate complexity in comparison with 2D images, auaé an
interface has been more widely used in artistidrenments. Although this thesis will not directlgal with sound
analysis and synthesis, it is nevertheless notéwot® mention these research areas, as DSP iscimenon
language between both disciplines.

Maja Spasova, in her 1995 installatiSibyl used voice recognition as a interface to alloes tlewer to
navigate through a densely woven narrative staaeesp While relying on an accurate speech recogniticstesy,
the piece used a state-space content represenetiene the viewer would merely make turns at discpmints in
time.

More appropriately, William Oliver used Chirp-Zaftrsformations and Cepstral analysis, based on 8 D
work of Eric Metois®, in The Brain Oper# installation, The Singing Treein order to compute pitch sustain and
variation, brightness, volume, and format conteinthe usef’ The system then uses Sharle, a computer music
generation system written by John*{uto harmonize around the sung pitch using a nurobenapping modes
based on the quality and stability of the singdre Binging participant is encouraged to exploréedift styles of

singing, ranging from crisp and concise to randamd aff-key, in order to elicit a musical responseni the
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interactive system. Of all of the projects notedhis chapter, William Oliver's system design antpiementation
uses a model of interaction very similar to thatolhs proposed in this thesis.

Other performance oriented projects with the Omdrine Future Group at the M.I.T. Media Lab inaud
Tod Machover'sHyperstrings Trilogy Begin Again Agairfor hypercello,Song of Penancéor hyperviola, and
Forever and Evefor hyperviolin®? These works use a modified acoustic instrumeritpghavide real-time data of
performance technique to a computer. The compugasores certain features of the performers sty as wrist
action, bow placement, and bow pressure. This aimlisg used to provide and manipulate real-timetalig
accompaniment to the live human perforfferThe Opera of the Future has created severaliadalithyper-

instruments for th&rain Opera which will be discussed in greater detail in Cleafy.

2.1.3 Tangible and Physical Interfaces

With traditional computer interfaces, the userasstrained to that which can be represented osrtradl monitor
that is in front of him/her. Therefore, all visugtention is tightly concentrated towards this obgect, making it
difficult to create larger, more-inclusive enviroants, in my opinion. In order to bypass this problef using
computational interface methods, there has bedncaeasing amount of dedication into the investayabf using
both commonplace and exotic objects as means feraictivity. This allows the artist to leverage tifeé context-
specific associative values that we have toward$h sabjects, further embedding artistic meaning iwitthe
environment.

Paul Sermon in hi$elematic Dreamingvork uses two beds as a teleconferencing arensevitve remote
participants visually communicate with each othéilevtypically being removed at a large distafit&he use of
the bed contextualizes the significance of therautiions between the two people, as the artistegigsh play with
the notion of privacy, intimacy, and sexuality vehiparadoxically, using technologies that are gdlyemtended
for the widespread broadcasting of television. WHile video installation is not interactive in tsrof computer-
mediated art, it illustrates the strong associapigevers that audience members have towards thdaiogeobject
itself; the bed. In many cases, as this work wakibéed in public spaces, the audience members were
uncomfortable in entering this normally private gpavith a remote stranger to the amusement of okel.

Jeffrey Shaw, director of the Institute for Imagedia at the Zentrum fiir Kunst und Medientechnadogi
(ZKM), used a modified stationary bicycle as areifdace means through which the viewer navigatesnapater
graphics generated “city” of literary teXtThe casual and playful use of this ordinary objectonjunction with a
virtual world, created an environment that thenalyclinked data exploration with a correspondinglyhaustive
physical activity.

Brygg Ullmer and Hiroshi Ishii, both from the MIl. Media Lab, use phycons and phandles that redirec
the computational desktop metaphor back into a&physical objecté® In their Tangible Deskapplication, users
manipulate these physical objects in order to r&eigmage and data content. The ease of the envéoinstems
from the natural affordances and constraints thel ®bjects inherently contain. For example, arsiicet of knobs
are an intuitive physical instantiation of a grayghidesktop slider or scaling command, as the ditiaibs of the

object itself, e.g. the slider has a fixed lengtiow for an immediate understanding of the bouiadaof the cause-
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effect relationships. Furthermore, Hiroshi Ishiidahis Tangible Media Group, have created Amebient Room
which uses physical objects, such as bottles angdyaas containers that change the state of theoement,
depending on whether they are opened or closed.giaQrth and Matt Gorbet use the symmetric and- self
replicable qualities of geometric triangles withcnoiprocessors in them to create a set of usegzsslie
construction kit

Joe Paradiso and Chris Verplaetse have createdugmented conducting baton that features three
accelerometers, three pressure-sensitive padsa #Rd_ED?*® Teresa Marrin used this device as one of the hyper
instruments featured in the Brain Opera performagogng musical directions to a series of sounthglas that
were dynamically called ufy.In addition, Joe Paradiso has created a carpetsies a grid of PVDF wire and two
Doppler radar transmitter/receivers in order t@tze sensor floor that has been used for musécédnmance?

These above projects and research areas hawdstiuch interest in the field of interactive artrdshi
Ishii’'s and Joe Paradiso’s works haven been invitetirs Electronica and CHI'97, respectively, boftwhich have
strong art and design conference themes. Whilanynopinion, it is important to explore alternatiugerface
designs, it is nevertheless a challenge to overcamge‘'novelty” with which a participant might vieawork. This
is to say that a work cannot solely rely on thewness” of the interface design. Although Jeffreya8is use of a
bicycle is indeed interesting initially, its nowelquickly wears off as the VR environment that orawigates is not
compelling enough to sustain any interest, in miiop. This is due to the bicycle merely actingaaselaborate
“joystick” offering no more degrees of freedom thahat is available in current interface objectsoGadnterface
design should not merely replace one input deviee joystick) with another (i.e. a bicycle), biiosild strive to as
many degrees of freedom that make “sense” in @cpéat environment.

Another difficulty with tangible interface desigm my opinion, is with the representation of the
environment. For example, Hiroshi Ishii has creaederal bottles that “contain bits" that, when rgat release
their contents into the ambient computational emvinent. The bottles suffer from the same problernthasstate-
space narratives that | described in Chapter & répresentation of the environment is reducedgerigs of binary
states, i.e. "bottle open" or "bottle closed". Altigh this is a personal suspicion, it is diffidaitaccount for a range
of qualities through binary encoding, as the nundfdrottles must increase in order to encode modenaore states
of the environment, creating a chaotic mess of ighy®bjects that clutter a desktop. The best d¢ifi veorlds would
be to create physical objects that could yield atiooous quality, e.g. the angle of a box lid, nmakit easier to

build more expressive systems.

2.2 Narrative and Script based Systems

One of the significant styles of interactive congrudrt has arisen from the application of cinemaésthetics and
rules to multimedia technologies. Glorianna Davetpeith her background in documentary filmmakimgs led
the Interactive Cinema group at the M.I.T. Medid lta the creation of several works that are basedasrative
and documentary genres. Thigheel of Life created in 1992-93, is a rich multimedia theatriexperience that
immerses the viewer in a large constructed enviemmusing the three elements of Earth, Water, Aindas

thematic basis for unifying the structufe.Current research into scripting systems is bgiegormed by Stefan
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Agamanolis through Isis, a Scheme-like multimedigpsing language that allows authors to quicklyplement
many interactive cinematic worR§This scripting language has been used by Freedaind B creatéSashay an
interactive installation in progress that respomma viewer's gestures to navigate through a dneamative>® Mr.
Agamanolis, together with Michael Bove, has usexldwn scripting system to buildeflection of Presencan
augmented teleconferencing system in which multipdeticipants can visually and aurally interact hwitne
another” In addition to this work, Isis has also been amplio the 1995 interactive movi@/allflower, also by
Stefan Agamanolis, Michael Bove, and Shawn BetkerClaudio Pinhanez uses computer vision interface
technologies to drive an interactive theater piecehich a performer can conduct, following a pretien script, a
choir of graphical creaturés.

2.3 Combinatorial Systems

Another often used approach to interactive syst@sgyn is through the use of Combinatorics, whesetaf object
primitives are available to the viewer to interceanin order to create ever more intricate configjons.

The World Generatoby Bill Seaman is, in my opinion, a clear exampfea system of combinatorics,
where Bill Seaman has coined the term “Re-embotfieglligence” in order to describe its working pess:’ In
this work Bill Seaman gives the audience a menufitlad with graphically represented daily objectsich as
chairs, that can be instantiated in a 3D virtualiremment. Onto the objects the viewer can assigamng through
the selection of another menu selection of videtute maps and audio. In addition to these surfagialities, the
objects can be assigned a set of behaviors thaandigally change the placement and characteristicth®
instantiated scene objects. The audience can riaviga created world to watch the movie textures la@ar the
spatialized audio, forming a visual and sonic padleat surrounds the viewer. The more audience mesrdrerusing
the system, the denser the constructed world begoplaying out the set of combinations that BillaBan
provides®

Another clear example of combinatorics is fhigangles project of Matt Gorbet and Maggie Orth. As
described above, this work consists of a large rarnolb identical physically triangles that can btaeted to one
another to form complex geometric shapes and ssfat/ith each new triangle that is added to theesysthe two
“free” sides form a branching node in a tree striceet The total number of combinations depends efrilhimber of
assignable symbolic meaning that can be givensiagle triangle. Overall, the combinatorics for fétiangles with
three symbolic means per triangle is astounding0lique configurations. One sample applicatidmictvis to be
shown at the 1997 Ars Electronica Festival (Linzistia), is a user contribution system in whichgleaccan add

replies to several daily questions that are prothptording to the current topological layout af thangles?®
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Chapter
3 Outline of Proposed Model

3.1 Overview

With both the technical and theoretical aspectshef problem of interactive art and entertainmentnind, this

chapter serves as an outline of the author’'s mofdeteractivity.

Sensor|Sensor |npUtSaIient Datd Transmission/ Cause-Effect . | System
2= : € : : Reconstructio
Input [Abstraction | Features | Reception | Mappings Dutput

Figure 3-1. Block diagram of proposed model.

Shown in Figure 3-1 is a simple block diagram of three main components that have been identifiethis
proposed model of interactive art. Tlabstraction component takes in one or more interface signald a
deconstructs the interactive environment into a tirditnensional, continuous element salient vectbatt
summarizes the key aspects of the physical wonldhétransmissiorsub-system, this salient vector is broadcasted
to one or more remote sites, while a set of rersalient vectors, corresponding to remotely locgi@dicipants, are
received and mathematically integrated into ondectiVe representation. Finally, this collectiveliesat vector
serves as a parameter set for an output systetrpriiduces the cause-effect relationship betweewigwer(s) and

the system.

3.2 Salient features

According to my electronic Webstersalientandsaliencyare defined as:

1. sa.lient \'sa--ly*nt, -le--*nt\ aj [L salientsaliens, prp. of salire
to leap - more at SJALLY 1: moving by leapsmirgs : JUMPING; specif :
SALIENTIAN {a ~ amphibian} 2: jetting upward feuntain} 3a: projecting
beyond a line, surface, or level : PROTUBERAKNTs3anding out
conspicuously : PROMINENT, STRIKING {~ traitge:lient.ly av

sa.lience or sa.lien.cy \'sa--ly*n(t)s, -le--*n(t)sly*n-se-, -le--*n-\
n 1: the quality or state of being salient Zstaking point or feature :
HIGHLIGHT
This definessaliencyas a quality of appearance, including a concepa ¢feature”. A feature here could be
interpreted as an identifiable quality that su#fitly describes an object or event in a manneisgo aummarize its
appearance. When one uses features to commurpcatgsion is less of an issue than an impressianishheld to
be important by the observer/communicator. Thusaduie acts as a semantically higher-level reptaten of the

said phenomenon while reducing the amount of detsen required to communicate its qualities to othe
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Not coincidentally, “features” have a strong sfig@ince in many machine understanding applicatsuth
as image analysis, data compression, and claggificaystem$® In these applications, features are used to reduce
the amount of data required to represent an obdesise or quality that is present in the inputtises of the
system. Features are merely a mathematical appfoabhilding higher levels of representations thia often used
to reduce the computational load further down tystesn pipeline. For example, Giri lyengar usesuiesd derived
from moving image sequences, such as motion, textuminance, and color to automatically annotaue imdex
movies. In this case, movies are reduced to a &erg qualities that can be more easily accessddsearche:

If features are higher-level representations ¢jealiof input data, then what do they represent@irTh
meaning and significance are application specifiod,athusly, depend on the associations of the
researcher/programmer. A feature such as “motibas, many different definitions and consequencesritipg on

the initial assignment of meaning. For example wwrghe following feature definition of image nai

m=3 3 (3-1)

wherel is anN x M matrix representing a monochromatic image at timEhis definition of motion is merely a
summation of point-by-point illumination differerebetween two subsequent images. The more the iohagges,

in terms of pixel illumination, the higher the conted variablem, becomes. However, it is easy arguable that such
a feature is not appropriate, as a small transiatiothe same image, perhaps due to camera noisgod jitter
between two frames, could produce a large changhisnmotion feature. Therefore, the use of derifemtures
stems from a conceptual model that the resear@dweimhmind and the assumptions that are made g, dapbetter

or for worse. Either we have to make assumptiogarting the meaning of our featumeor further abstract its
meaning so as to include higher levels of gengradiich as motion merely meaning “changes in pikehination”

rather than “movement of objects within the canfeame.”
3.3 Salient Vector

Continuing with the above discussion, | wish togose the concept of salient vector which is a vector that
contains all of the salient features of an inpagnal. Although the dimensionality of the vector oczary from
application to application, it is generally requirdnat the vector length be constant within théesys The elements
within the vector are the set of scalar valueshaf features that are generated from the inputcseaif the

interactive environment. Let us definelawimensional vector:

0=(6,0,6,..0) (3-2)
where each of the elements are scalar, continualues that represent some computationally derieatufe from
the input. Taken as a whole, this grouping allowsauform asalient vectothat groups the entire set of features into
one mathematical expression. This is useful foatmbal reasons, as we will perform subsequent emasitical
operations on this salient vector.
As this is a vector quantity, vector operations mmathematically valid and well defined. For exaanpie

can sum, differentiate, and perform simple sta@$tbperations on this vector notation. Furthermbvaell discuss

34



e 12 =(3.5,3.0,5.0)
001 =(0.52.7,0.5)

QU1 =(2.1,1.7,1.0)

® 02=(3.0,1.0,2.3)
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Figure 3-2. a) Two user representations in a tdigensional salient space. b) Two

output representations in a three-dimensional dytptameter space.
the possibilities of projecting, or mapping, thextor onto spaces of different dimensionalitieseréfore averaging
two salient vectors can be simply stated as:

5:9%%, (3-3)

Furthermore, a weighted averaginghsalient vectors, whose significance will be exptbfater in Chapter 5, can

be expressed as:

2,70 (3-4)

where the weighting multipliez is a vector some the same lengtt®adnd contains the corresponding weights to be
used. Note that we are performing element-by-el¢roparations here as each individual element withénvector
has a unique semantic meaning from the input data.

What makes salient vectors so important to thd fi¢ interactive media are their mathematical sihass.
As will be presented later in this thesis, thro@apters 4 to 6, interactive systems are, moress, la series of
mappings that transform input sensor data to aerghble output. Since the salient vector is bothtiooous and
orthogonal, with proper interface implementatidnmay be possible to consider a mathemasedient spacehat is
created from the basis functions of the salientored-igure 3-2 shows a sample salient space \nithetaxes that
are formed from three hypothetical input sensorgerf point in this space should be defined at laast
mathematical terms. The importance of a salientesjgmthat it is the complete and exhaustive setllahteractive
inputs that are possible within the environmenkeliise, there is an output reconstruction paransgace that is
the set of all possible outputs from the systenenateach axis corresponds to one of the model gteasnof the
reconstruction. Every point in this parameter retarction space should be mathematically definetirapresents

one possible output. Figure 3-3 shows a sampleubpirameter space.
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While it may be conceptually interesting to fortpadxpress all of the possible interactive inpud autput
as mathematical spaces, this concept is not intetaldoe philosophically profound but rather to defiwhat is
meant by cause-effect mapping. The entire propasedkl is based on the notion tiparametric-based interactive
computer art stems from a series of mathematicatspransformations that map from one salient spate
another There can be either one mapping designed intsi@rm, i.e. input salient vector to output recamnsion
model, or many that follow one another. While theemn be as many intermediate mappings as desiretieby
artist/engineer, it always begins with the inputesa space and ends with the output parameterespgagure 3-3
shows an arbitrary mapping from the salient inguatce to output parameter space. It is my conjet¢hatethrough
these space transformations, the interactive vidarens cause-effect relationships between his/boms and the
systems reactions. This is due to the fact thasyistem is continuously performing the salient estauction of the
physical environment, into the salient vector, perfing intermediate transformations, and then &pglythese
results to a reconstruction model.

With this overview of salient features, vectonsd &paces, we can investigate in more detail hoevaate
these mappings. Chapter 4 concentrates on technigfudata abstraction, through interface technekginto a
salient vector. Chapter 5 introduces how multipieeriactive participants can be accommodated wishich a
system. Chapter 6 presents several sample outpomgguction models that provide for the final miagpof the
salient vector into an observable alteration in ititeractive environment. Six implementations aftbystem, as
part of Tod Machover'Brain Opera,are detailed in Chapter 7, serving as illustratiohhow an entire environment

can operate in a real-world setting.

Interactive Parameter Mapping Function

N

A
62 d2

01 b1

A

Figure 3-3. Arbitrary example mapping between sdlieput and output parameter space.
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Chapter

4 Abstraction

“Take away the sensations of them; let not
the eyes see light or colours, nor the ears
hear sounds; let the palate not taste, nor the
nose smell, and all colours, tastes, odours and
sounds, as they are such particular ideas, vanish
and cease, and are reduced to their causes,

i.e. bulk, figure and motion of parts.”

- John Locke, "Essay concerning Human Understafiding

This chapter describes in detail the first compoménhe proposed model: the use of sensing teogs in order
to derive a salient vector that represents onearemualities of the physical world, including tinéeractive viewer.
Whereas input technologies allow the computer &@”sand “hear” the real world, machines can onfctdo those
things that are apparent at its input. Clearly,d9pstem can only form interactions based on thécehof interface
objects and the types of actions they elicit.

As presented in Chapter 1, my intention within tieéd of interactive computer based art is to tzea
deconstructivist system that can derive a numbesatient impressions from the real world and repapghese
qualities into a series of cause-effect mappinggh tiis in mind, the interface becomes the pofrd@composition
where complex ‘realities’ are broken down into veiyple terms, e.g. human shape and form are brd&em into
a matrix of pixels through a camera. Such an inftegeoperty of an interface is important for themounication of
abstract qualities due to the fact that such a mioacted representation can be arbitrarily reagptio other
systems. This reapplication of computationally dedli qualities could be considered a cross-coupingaliency,
where one set of qualities is echoed within anotAsran example, consider a simple photoelectnsaewhich
maps light intensity to a continuous voltage outiiatt again serves as a control parameter to atifemnplaying
some sound. This system arbitrarily maps one qualithe environment, i.e. the overall lighting,another quality,
i.e. sound volume. Although the cross-couplingighit and sound may not be the most compelling apfitin, it
does illustrate that abstracted qualities can sg esmapped to output phenomenon, especially whesetqualities
are mathematically continuous in nature. The re&aferred to George Legrady's work for additiameamples of
image analysis within media &ft.

This chapter is dedicated to investigation of rgeaof sensing technologies that are available wey
actually measure, which qualities can be derivednfthem, and, most importantly, several possiblstrabted
salient vectors that can be formed. Many of théofahg sensing technologies are currently beingaeshed by
many others and are not unique to this thesis gtole particular, | decided to focus on vision-basnterfaces as
there is a wide range of qualities that can be emattically derived from the input. Many of thesgaaithms have
been implemented in my aforementioned interactieekyWWhat Will Remain of Thes€2997), and have proven
themselves to be reliable and robust. Additionak @bstraction possibilities will be presented hafter’'s 7 and 8,

which are more focused within the contexfTtie Brain Operaroject.
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4.1  Vision Input

Researchers have been using computer vision asimpuearning and adaptive systems for a few desalt is an
obvious choice to investigate vision because humeesvision as their primary sense. While humane ren
inherent capacity to use vision for scene undedstgn machines are not quite so fortunate. As meetl in
Chapter 3 and reinforced by leading computer visesearcher Ted Adelson, computer vision is vefficdit and

research is still in creating mid-level vision syss®

The following chapter sections examine a few digalithat can be computationally derived from adget
input images. These approaches yield only low-raeigt] analysis, mapping an image into a set of featthat can
be used as a salient vector to describe the image$ighly reduced form. It is important to notitet there is no
notion of scene understanding here, as this wagddire substantially higher-order analysis and tairgs.

In order to define the notation, all images aw@rfra stream of digital images, sampled at disdiate
intervals from time O to time interval and listed a set of imagés (o, |4, 12 15,..., 7). Images are considered to be
N x M matrices, wherd is the number of pixel rows and is the number of pixel columns of the images. The
independent variablesandy are used as indices refering to a single pixéhéimage matrix. The indexing of the

matrix begins at the upper left corner, exacthjt @&sperformed in matrix notation.

4.1.1 Texture Analysis

Common definitions of texture analysis use spat@&ivatives in order to provide information abohie tchanges
between neighboring pixels in an image. The assiomgtere is that texture is a high-frequency congmbrin the
image signal. If one looks at a rug or tree barle oan see large amounts of illumination variane the surface
of the object. Figure 4-1 shows fours examplesrafge texture.

Local texture could be defined as a gradient aislthat is performed on a pixel-by-pixel basist us
consider the following texture function definitiomsing function | to represent a continuous twoatisional input
signal:

Sl(xy)

X
t((x, y)) =0I(x, y) = SI(x.y)

2 (4-1)
Texture then is considered a gradient functionhef $ource image, which is a partial derivative athbx andy.

However, as images are discrete entities, onechdsfine the step size over which the derivativiaken, which is

Figure 4-1. Four examples of image texture, frofntteright: fabricl, fabric2, food, water
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of considerable significance. The step size reladethe expected frequency range of the originairs® image,
subject to aliasing should this be too large. Astaating point, let us consider one initial defimit of gradients
within discrete images, given a position within thage at locationx( y):

Z[X,y]:DI X.y:|:| x,y_l x+Ax.y:| (4_2)

oy ™ layeny
whereAx andAy are pre-defined step size constants that areystbtebalgorithm. If we sehx andAy to 1, then we
subtract spatially neighboring pixels that are irdrately to the right and above from the currenepiote that the
gradient for each pixel yields a two-dimensiondluomn vector,z, one gradient in thg direction and one in thg
direction. If we perform this gradient calculation every pixel in thé\ x M source image, we can concatenate all

of the texture vectors into one texture ma#irf the dimensionality 2 XN * M):

9loo 9o Oloz il Y (4-3)
7| & & X &

Oloo Olo %loz  Oluana

¥y ¥ ¥ ¥

Note that each successive column of this matrtkésgradient vector of each pixel of the sourcegeda scanning
left-to-right, top-to-bottom. Thus we can refeithe matrix as:

z= [z0 z, Z, .. zN*M_l] (4-4)
Although, contrary without intentions, we end ughné larger data structure than with what we stiartéerefore
we should consider methods to summarize thesetigsal®Once we have defined this maixn such a manner, we
can perform simple statistical operations on it. ¥da calculate the expected mean of the imagerektnction of

the image:

N

Z
2=E[z]= 2 (4-5)

This produces a mean vector of dimensionality twlere each element of the column vector is the @egpgemean
of the texture gradient in bothandy. We can also calculate the covariance matrix ftbentexture matrix and the

expected mean:
K.=E[(2-2)(2-2) (4-6)

The elements in the covariance matrix are the sbammtral moments of the texture vector compon€enie
diagonal elements, k; , are the variances of the distribution of each igradvhich we are most interested in. These
mean and variance measurements, as they are cmmimalues that describe a salient aspect of thgemcan be

used as components of a salient vector that wishespresent such qualities.
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4.1.2 Color Analysis

Another useful quality in vision is chrominancetistiics, as color is one of the most basic tootsdidists. A short
formal discussion of color spaces is needed bef@eontinue with the analysis stages. Typicallyreéhare four
common color spaces in use which are referred the®GB, CMY, YIQ, and HSV color models. The RG&ar
space is the most straightforward to understandt ds an additive color space. Colors are simplyedr
combinations of three prime colors: red, green, bhat. Many commercial video cameras and most idégg
produce signals that encode the RGB componentsofiing light.
The second important color model, CMY, is a sutiiva color space as the encoded colors, cyan, mage

and yellow are the color complements of red, graed,blue. In this space, the color white is atatigin and filters

are used to subtract away color from white. Thati@hship between RGB and CMY color spaces is merel

R] 1] [cC
Gl=|1]-|m (4-7)
B| 1] |v

The third color space is the YIQ color model whistused in the NTSC (National Television Stand&dsmittee)
of transmitted video signals. The YIQ color spasesuone component, Y, to encode the luminance ohage and
the | and Q components to encode the chromanaggelsiTo convert a color signal from RGB to YIQ spaa 3 X
3 transformation matrix is used:

Y 0299 0587 0114 |R

I |=]0596 -0275 -0321|G (4-8)

Q 0212 -0528 0311 | B

As you can see, it is easy to move from one cgdacs to the other with the help of these color n®déowever,
the last color space, and the most useful to #isian on color is the HSB (hue, saturation, arightness) color
space which is based on the artist’s innate knoydeaf tint, shade, and tone. The B axis encode$hifightness”,
the H axis (which is radial) encodes the “hue”, #&m&l S axis encodes the “saturation” of the coltwus this color
space is useful as hues that would be describsdrélsr are spatially near one another, whose Baarice will be
investigated hereafter. Therefore, we will useHI8B space as the default color space for our alatysis.

Unfortunately there is no elegant and generalizadsformation from RGB space to HSB space, like th
ones listed above. The conversion from RGB encam#drs to the HSB space is done algorithmically,08é
pseudo-source code is listed in [64].

If we perform the same statistical mean and vadasalculations on the color representation ofvideo
image, as was done in Egs. 4-5 and 4-6, a sal@ot gector can be derived. The average color wal#l be
contained in the means, while the variance willatan indicator of how similar or different thdarocontent is.
Images that have a smooth color consistency willehsmall variance values. This, of course, onlydpoes

meaningful values if the underlying color distrilout is indeed Gaussian.
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4.1.3 Form Analysis

Once we have segmented a video image into foredrama background elements as described in [65]cave
begin to look at computational methods to examheeform of the input. The term form is used hems&ly and
can refer to a number of possible interpretatiariating to shape. In this section, we will considee possible
definition of “shape” which is most related to tbencept of moments of mass. This approach was tek&896
during my internship at the Mitsubishi Electric Rasch Laboratory in Cambrid§&lt is assumed that we have
already successfully isolated the foreground ofgg¢dtom the background, which is rarely the caseeial-world
situations. But, in order to simplify the followirdiscussion, | will consider only the ideal case.

Consider an image of a person standing in a spguifse. We can say that the shape of his/her body
determines the form of the foreground object. Wiite a priori knowledge that the foreground objeuts indeed
people, we can form an internal model that attertgptsccount for the distribution of image mass.tha overall
shape of the body could be approximated throughbriess of attached image blobs, it makes senseddmage
moments. The zero-th ordem,, and two first order two-dimensional moments, and my,, can be written as

Riemann integrals:
My, = J._Z .[_Z I (x, y)dxdy
my = [ [ yi(x y)dxdy (4-9)
myg = .[: .[_Z xI(x, y)dxdy

To derive the center of mass from these values:

X=—10 y="T (4-10)
mOO I'T"OO

However, the center of image mass is of limitedri@st to us. If we also compute the second moments:
a:f I_w X1 (x, y)dxdy

b= .[_: J-_: xyl(x, y)dxdy (4-11)

c= fw .[:, Y21 (X, y)dxdy

To find the orientation and size of the image mases, need to find the eigenvectors and eigenvaldethe

a b (4-12)
b ¢

In this case the eigenvectors represent the otientaf the mass while the eigenvalues are relatieasurements of

following matrix:

the amount of spatial variance that exists alorggehprinciple axes of image mass. Furthermores, jitossible -
although not described in this thesis documentdamt be found in [67] - to perform a series of ree image
moment analyses that will yield a pair of eigenwvestand eigenvalues for each level of an octrekefas a whole,

this produces a finer description of the shapenddréiculated body.
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4.1.4 Motion Analysis

One of the key questions of video sequences is ditgects move within the
frame over time. Artists have used the study antlikition of motion for a
long time, as it is necessary to allude to a movibjgct in a static art forfif.
Figure 4-2 shows a well-known work by Duchamp digare walking down
a staircase. Here the temporal behavior of theesutliy made clear although
the painting is frozen in time. In terms of mathéog the question is, given a
set of video frames, how individual image elemantsve over time. Again
the key question is at what semantic level do wehwo describe the notion of
‘elements’? If we are working at the lowest pixeVvél, the analysis becomes
one active area of research known as optical femkniques. The sub-section
will review the techniques discussed in the Bergaper®® Other substantial
work can be found in [70].

Given two image framelt] andI[t-1], we can form both a translation

and affine transformation model. This model hasftitiewing assumption:
Figl_Jre 4-2. Nude Descending a =1 o [t-1] (4-13)
Staircase by Marcel Duchamp Y Par¥=Py

which is to say that the image is the same exampa ftranslation at every point by a variable giarfp,, p,). In
order to calculate these quantities, we take a-kpsared error approach and try to minimize threrequantity.

Using the mathematical discourse as described igeBeet al., we end up with the set of followingiations:

5L
S, Ynrey DL
Solving for p, andp, will yield the motion change in the andy coordinates. This above equation assumes that
motion is modeled by simple translation. Howevers ipossible to view motion as an affine transfation which
requires six parameters that describe the motion:

p(xy) =&, +bx+c,y (4-15)

p,(x.y) =a, +bx+cy (4-16)
which, when the set of derivatives with respeadch parameter is set to zero, produces a systsix efuations:
Y Yk Yy Y, Sxid, Yy, fal [
xRS Y xylr XX, YL, D xylly (b, >, (4-17)
Sz Yxylr o dyalr Yyl Yxyld, DY |G Dyl
Db, xSyl A Yy Yy | a pAMH
S, DL, SxyLl, xS YK Y xyly? | by DXl
2L, oy, YL Dyt Yyl YA ] [ Doy
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If this is solved for the six parameters, then thap be substituted in Egs. 4-15 and 4-16 to swive, andp,. In
terms of compute complexity, Egs. 4-15 and 4-16 faremore demanding compared to Eq. 4-14, whichns
important issue when we discuss real-time impleatent issues.

The output of optical flow analysis producefNa M flow field, whose elements have/Zs and Ay
component. This flow field estimates how each pigghoving from one frame to another and can be ts@erive
motion qualities from a scene. Figure 4-3 showsvagubsequent video frames and the optical flold fieising the
translation only model - that they produce. Thenflfield is visualized here as a series of lineg thdicate the
direction and amplitude of the estimate pixel motietween frames. The summation window size wa$.5 x

The authors in Bergen et al. propose the use Ghassian pyramid to break down the original image
sequence iteratively by powers of two. With the &dan pyramid, a coarser description of the sceagom is
produced, since high frequency visual textures bdl gradually filtered out as one goes higher & plyramid
levels. Furthermore, less calculations will be ieefibecause for each level we go higher in theupyd, the total
number of pixels in the image drops by a factofafr. Therefore, if we choose to perform opticalwl at the
Gaussian pyramid level three with an original NTi®E@nochrome video image of size 640 x 480 (307286Ig),
we will only have optical flow dimensions of 80 & 64800 pixels). This yields a compute savingsdfifes in the
calculation of the optical flow! Furthermore thetiopl flow will be far more robust to both cameraise and high-
frequency texture information.

If we wish to summarize the motion within a movingleo sequence it is possible to perform a few
additional operations. Consider a set of opticahfinatrices, ©[0], O[1], O[2],.... O[T]), of sizeN x M, that are

formed by the above technique over an entire s&tfedmes that represent a scene. It would be pessigberform

a weighted average of the entire set of optical fleatrices:

S

Figure 4-3. Three frames from a video sequencelagidcorresponding optical flow.
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Figure 4-4. Three weighting functions for optidaMi integration: linear, triangular, and Gaussian.
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where/(t) is a weighting function associated with time stepigure 4-4 shows two possible weighting functions

4.2 Fish

A Fish is an capacitive sensing device that meastive amount of body mass is within a electritdfielosely

related to the famous Theremin musical instrumevetbped by Leo Theremin in 1920. The idea is thate
sensing devices are able to capture hand gestaremtiusively, where the participant does not neete "wired"

to any computers directly. This "tetherless" irded is appealing because there are no distradtioms unsightly

cables, allowing the physical space to be openhithvthe sensor operates. There are two modesichwiie Fish
can operate: shunt or transmit. In the shunt mathéch is used by the Theremin, the user groundslectric field

that is created between the transmitter and rexei@nversely, in the transmit mode, the partitipathe actually
transmitter, creating an electric field betweenthad of the performer and the receivers. The m#nsrode is used
by theSensor Chaiand theGesture Wall one of the thesis projects - as described ini@e-6-1.

The Fish sensor consists of a small hardware floox, receivers, one transmitter, and a RS-232 Isimla
to a computer. Through the use of four receiveiis,possible to derive hand coordinates of the us8D space. As
the transmissive properties depend on body weigtitteight, it is required to calibrate the Fishtegs for each
person. In order to derive reliable 3D coordinati® system must be "software calibrated”, wherebgh
participant must place their hands at particuleedilocations within the sensing space. With tHesmvn spatial
coordinates and their corresponding Fish outptitss possible to perform a linear least-squaresnfibrder to

generate a matrix transformation that maps fronfikk output space to 3D hand coordinate space.

The Fish sensor has been integrated into severébrmance environments, including Penn & Teller's

performance of Tod Machover's piededia Mediunt', David Waxman'Sesture Famé$ a collaboration with the
artist formally known as Prince, and the aforemmmdd components ofhe Brain Opera A more detailed
description of the Fish sensor can be found in.[73]
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Chapter

5 Transmission

One of the key features of the digital environmisnin its interconnectivity. Computers and othemgputational
devices - either ‘smart’ or ‘dumb’ - can be coneecto one another, forming intricate data “topodsgi This
allows for a computational ‘reality’ that spansdarphysical displacements, where environments bie ta be
continuous despite of the obvious real-world digicaities.

The recent explosion of network computers and ldgveent tools with interconnectivity in mind hasal
peaked the interest of multimedia artists in twifedént aspects. First, the Internet forms a sbéide for low-to-no
cost distribution of artistic “product.” Second,nemunities of audiences are spontaneously formeautfr the
infrastructure of the Internet, much like the plegsiroads of yesteryear that paved smaller comnegriitto a larger
collection. Given that there are both are new meéamsstribute content as well as a “live” commyniff audience
members, it is possible to investigate differentrge of interactive art that leverage off of thés® new
affordances.

In many ways, these new Internet-based workseargniscent of public art works, generally using [glen
metaphors that bridge a large number of their daigs. As the Internet is rapidly becoming a stddmeans of
communication and building community, any artigtigpression that is placed on the Internet, genetiatbugh the
World Wide Webjs indeed public. Many works have been made to takmrage of this community such as Ken
Goldberg’s charming workThe Telegardenin which people, over the World Wide Web, plant anaintainreal

plant seeds that grow and flourish based on the @fthe remotely located viewefs.

5.1 Models of Transmission

Figure 5-1 shows a block diagram of the transmissiomponent of this interactive system. The purpafsthis

section of the system accomplishes four major fonst First, the salient vector may or may not tapped into a
transmission salient vector, which is describedrl& more detail. Second, the transmission salientor that is
derived from the abstraction sub-system describe@hapter 4 is broadcast to all other machineshemetwork.
Third, each local machine receives one or more temsalient vectors. Last, each machine remapsthete salient
vector, if necessary, into the local interactivdiesd vector space and performs mathematical ojer®tto

“integrate” the remote vectors in some well defimeghner. The word integrate is not necessarilynied to denote
the mathematical operation of integration, but eath loose denotation of combining all of the sdlieectors that
are at its disposal. This last operation is thetnimsdamental, as it is our interest to ‘fold’ is anany different
people as possible into one environment. As thenstcuction sub-system of the interactive environime
described in Chapter 6 - is local to each installaienvironment, we need to instill the sensatiorthe local
participant that the environment is populated —ewen haunted! — by several unseen people that igem @

manifestation over the network.
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Figure 5-1. Overview of the transmission sub-systémodel.

In the discussion — and implementation — of thisded of interactive system design, | consider each
computer as being a local computational host f@ ioteractive environment. This means that rathan just raw
computers being connected together, interactivir@mwients are the basis of the network, bringirggetber a small
society of viewers. As this is a higher-level viefwdata communication, it merely means that thevagt becomes
part of the interactive experience. Tbennectivityof the digital world is manifested by the abiliby the user to
sense the presence of another viewer who is havsigiilar experience within a different environmedbue to the
fact that both people are within this shared spaeecan discuss forms of creating both digital sheg of the
others as well as creating larger representatibascommunity of viewers/participants. We do noshwvto make the
viewer conscious of the interconnected technolegyich is already very familiar to people (i.e. ppenATM’s),
but rather to make the participant have the sears#tiat they are part of a seamless, continuoutabdenvironment.
Such a goal, to me, is very humanistic, bringingetber a large community of people that is shasngpmmon
experience. This experience can be trivial or pmth but a sense of community can only arise outhef
knowledge that people’s lives, like the underlyamgnputer hardware and software, are interconnected.

This above goal is similar to Fiona Raby’s & AmtlgadDunne’s piecé-ields and Thresholds which two
remotely placed benches serve as the input/ougitel. When one person sits on one bench, heateierneath
the bench at the remote end warm up, communicatisigpbtle sensation of an immaterial presence shatriveyed
through the data network. This simple, yet highffieetive, use of data network is still capable @nsmitting an

essence of being to remote locatiéhs.

5.2 General Communication Issues

When using data networks — and shared environmanparticular - there are a few properties thatdnee be
addressed by the artist/engineer. In particulametlis an latency involved in any data communicati@tency here
is the amount of time that transpires between taestission and reception of the data. There desvalifferent
causes for the latency. Normally, there is some tieguired for the interactive system to make fherating system

calls to prepare a buffer for output. Second, mia@ysystems use data queuing that waits for a iceaimount of
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data to be transmitted before initiating the actteabsfer, in order to optimize for “burst” transfeThird, there is a
delay in the actual transmission in the transpayet of the data communication. The Internet cémsita web of
connected machine that link one computer to anaitier a series of intermediate steps, each withreesponding
delay. Fourth, there may also be data queues anplg port at the remote machine that adds antiaddi delay.

Finally, there is also a slight delay incurred dgrthe operating system calls on the remote macdbinead the data
at the communication port into a usable privata duiffer. Taken together this total latency maybehe order of
several hundred of milliseconds.

As we are forming a representation of the usatisdrete moments in time, this group delay caukes t
receiving machine to have an “out-dated” view @& temotely located participant. This can be a mnoblith very
responsive interactive environments, where thiaydeln give a feeling of a disturbing asynchroyibietween the
two people. In fact, computer networked games aréqularly vulnerable to this update rate, giviceytain players
a slight advantage based on their network connegtioup delay.

Another major variable in network communicatioss data bandwidth that can be steadily supplied
between two points on a network. In works that tise Internet as the transmission medium, it isidift to
guarantee a bandwidth at any point in time. SiheellP protocol is designed to act as a shared resoavailable
bandwidth for any one program is dependant on hoanympeople are using the Internet at the same time,
particularly if others sending large amounts ofd&ertain protocol layers on top of IP, such adtikhst, try to be
more efficient in the distribution of data to mplé receivers. The reader is referred to [76] forennformation on
real-time concerns of Internet broadcasting.

In order to design an effective shared interactifreironment, we need to address other non-hardavade
software issues. Most importantly, as each locasaepresenting both the local and remote pa#ditip, the cause-
effect mappings become more abstract and, perhapg, complicated for the local viewer to understarite local
viewer will always askWhat is my contribution? What am | affecting verthe other peoplePhese questions can
be addressed by how the artist designs the higranfcimteractivity, whether the local and remotetjggpants have
equal “weight” and “influence” in the environment whether the local viewer will have more importarthan the
remote people. This “weighting” of participationlMie more formally discussed later in this chapter

What then differentiates a shared environmenthickvmultiple people can engage in a meaningfubdia
from a mere playground where everyone engagesseifaabsorbed monologue? This is the challengeesigting

multi-user installations and whose proposed methadli®e discussed here.

5.3 Salient Vector Transmission and Reception

In order to create a shared interactive environmem first must form a representation of a collactiof

participants. This gives us two representationg ohthe local participant and one of the entireugr;, each of
which will be used as a basis for interactions. Thmmunication aspect is simply to send a reprasientof the
user, based on the salient vector, to each ofahmte machines. Usually this vector is the samth@®ne that is
produce from the abstraction section as outline@Ghatper 4. However, it may be useful to perforrdiohal data

abstractions depending on the application andubsesjuent weighting of local and remote participant
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For example, consider an optical flow scenaridescribed in Chapter 4, where we are producingnaale
two-dimensional representation of the user basetigher movements in an image plane. If we keesdhas a
floating-point (4 bytes) representation over a darmage, then the salient vector tends to be largk perhaps
contains more information than we need. In thissoas could consider sending a lower-resolutionivarsf the
optical flow information, using a higher level dfetimage pyramid, or even sending only the avecdgdl of the
flow vectors. In this case we want to reduce theral bandwidth of the user representation from poit to the
other. The critical question to ask @ we need to send all information in order to eg@nt the local viewerh
some cases this will be yes, at other times nojsaddpendent upon the interactive scenario.

Once the user representation of a participant atnaote site is received, it may have to be reverse
transformed into the local user salient represi@matf we consider the earlier example of the tliresolution
optical flow example, we would need to inverse ¢henpression portion. The optical flow was at a bigBaussian
pyramid level, we would need to upsample the datarder to produce enough data points to matchoited user
respresentation. This could simply be a tri-lineéerpolation for the number of in-between data gles Figure 5-
2 shows an example of this upsampling.

However, in general, the remote user salient vewstlh be of the same format as the local salieettor.
This simplifies the system somewhat as we can dr@erform subsequent operations immediately, aithany
intermediate mapping functions. This is requiredrder to make the subsequently detailed mathessitiepler.

el i == - = 1 " — e ., B ettt J L BT T \xa&m\\‘\\\\
I e e e e )
-—'--'--m\\\\\\‘x"\-\-"\-\-ﬂH\\\\\'\_'\_\\\\\\M\‘\\\\ ‘\“\
Tt e e T e e \\xxx\mxxx\\\'-.,\..'-.
R Hmiiiu“l‘lit&“\ NN R S
SRR
\ - i — y - e Y it A b el
! kS * | e s H&\%nxb\\Hh‘“ﬂ\HHa E E NV
‘\_\‘x"-u"-"‘-uh\\ L L L L RIS o
BoH R TTTTE e e  RE
- -~ - kS ' B N L SR W
'-." S hs RS | ::\.L1{&-u_-_-\.q,_a.m..xxx-xxm\\\mxh‘a\mmx\\\ \\§¥§x_\‘\ 4
B e T T T U T T
e e e
- - " — - , — -\ -~ , e L R e e e e oI,
TR N e \\ﬁh‘x\\\ \x\\\'
Je R o e R RS \:
4 L 4 —_ “ oy T M e e Wy :
i b [ E A x'.llt %'\l‘\\"'\-\.\.\\.\MHHR\ME\EEE%%E\'\X\Q i
vy '|,\\\.\\\'\\\“‘“‘“““‘“‘\\\‘\\"."."."\\\‘\\\\ :
T R S I IS S e
v S T e Yy ThpN
e FrEtE e

Figure 5-2. Using tri-linear interpolation to upgae by a factor of 16, an optical flow
transmission salient vector.

5.4 Operations Performed Upon Community Vectors

Once we have the local and the remote user refedgaTs, we can now consider how to create a sitgieup
identity” salient vector. These can range fromvbey simple, i.e. averaging, to more abstract comions. As the
salient vectors are the same length, we can defiset of vector operations that will create aiadifalient vector
from this community. At times we will want this dication operation to be either an even combinatiball of the

participants in the shared environment, other timeswill want to weight the local user more heawihan the
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remote participants. This is in accordance to ttista wishes to provide adequate cause-and-effexs to the local
viewer, as the more complicated and profound thénemaatics become, the more frustrating the expegiean be.

The net effect should be to give the impressioardhhabitedspace where the environment is reactive to
more than the immediate local viewer. Should tlesveirs cooperate with each other? Should the irtteeasystem
be sensitive to how similar or how different thetégpants are from one another? What is the metethip between
the local viewer and the set of remote people? mbrt few chapter subsections propose a few types of
mathematical operations that could be consideretthéwartist/engineer given these vectors. Thisilg meant to be
a sampling and is in no ways complete. The metihmgemented in the thesis project are outlined evaluated in
Chapter 8.

5.4.1 Statistics

The most apparent step to unify the set of local global viewer representations is to perform sampéctor
statistics, such as mean and variance. In ordéefione the nomenclature for the rest of the chapfeeus define the

local viewer salienD dimensional vector as:
Ug = (Ug, Uy, Uy, Up ) (5-1)

and theN remote vectors ashix D matrix:
— r2 — (5_2)
where the set o r vectors are of the same data types as the loealsadient vectou and represent the salient

vector that was received from one of tieemotely located machines. If we consider thesedifferent sets, let us

define aN+1 x D comprehensive user matrix:

- U, -
- u=r - (5-3)
Us|< u,=r, -

This matrix contains all of the user representationio once simple format. From here we can caleulae mean

user vector:

gz (5-4)

which weights the contribution of everyone equaliowever we may wish to weight everyone’s contridnut

differently:
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where the set of coefficients are the relative amount of influence that eactalfoemote viewer has in the
environment. This allows particular interactive tgapants to control the environment more than ath&ending a
sense of hierarchy to the work. Note that thisuiafice does not have to be a constant coefficieme iflefine the

weighting coefficient to be a function of the irdetive environment:

M=

a(U,iu, (5-6)

U=
a(u, i)

D=

I
o

Possible uses for the weighting function could et highly active viewers are given a reward of@pprtionally
higher weighting. Also this weighting could be mple function of time, where each participant igegi a “window

of control”. Consider if we used the following paic weighting functions:

a[t] = 05* cos@ + ZIfl) +05 i=0..N (5-7)

N
whereT is the period of the cycleé,is the userN is the total number of remote users. If we consitinteractive
viewers being linked to the same environment, weaggghtings that are shown in Figure 5-3. As yan see, the
weighting, or control of the environment, oscilattom one user to the other. Although everyonen&king a

contribution, he/she who is given more weightingessteadily over time. Of course, more complidassignment
of control could be considered, although the detiggineer runs into the difficulty of making thelat@®onship

between the viewer and his/her corresponding effieet more abstract and difficult to understand.

1

Relative Weighting
o o o o o o o
w £y (6] o ~ [e¢] ©

o
N

0.1}

Time

Figure 5-3. Example weighting functions for 5 iatetive participants
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Figure 5-4. Using mean and variance estimatiomgit@ an interactive environment.

With this averaging completed, it would be usefulderive other statistics from the user reprediamta
such as variance between each of the elementseisahent vector. In other words, the variancehef salient
vectors is a rough indication of how similar orfeient the qualities of the participants are. Wiienrepresentation
of the interactive users are numerically close elndtered around the “average” salient vector,itidg&cates that the
viewers are qualitatively similar. What “similar’@ans in this usage depends on the applicationelhave an
installation that uses a Fish sensor to derivdiargavector of motion characteristics, a low vada is indicative of
similarity of first-derivative motions.

To calculate the estimation of the covariance ixatr

K=E[u-T)"(u-u)] (5-8)
The resultingd® x D (whereD is the dimensionality of the salient vector) matrontains the variances of the salient
vector elements along its diagonal and are of thetrmterest to us. Let us then create a singlewvee vector that

contains only the diagonal elements:

G = (ko,01k k2,2""kD,D) (5-9)

11
With these mean and variance vectors, we can makénteractive environment respond to these measemes
rather than the direct user representations. Lychiis variance vector is also of lenddh the same as each salient
vector, making it easier to integrate into the eystSuch a system could be described as in Figdrd-Brthermore,
it may prove useful to do second-order statistieg talculate the mean and variances of theseofidgtr statistics
over time. This will give the system an impressairhow organized the interactive participants arerdlocks of

time, rather than at a single instant of time. Weld accumulate, over time, a blockTomean and variances:

— LIO — — GO —

« u — « O —
B ! : (5-10)
U=l « u, — A=| < G, —

— U; — «~ O; —
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Figure 5-5. Remote salient vectors oriented ardocal participant.

where each row of the matrices correspond to angimean and variance at each time step. Clearlyametake a
mean and variance measurement of the mean mauliofathe variance matrix. Such a second-orderssiatare
useful to measure changes of characteristics awey, 8s each row in these matrices are a functidime. If the
variances of these second-order statistics aretlds/jndicates that the first-order statistics aeey consistent over
the time slice.

5.4.2 Differential Estimation

While the above section introduced a formal math&mkapproach on how to estimate the “similaribf’a group
of interactive participants, it may be equally a&ful to determine how each individual differs frome another.
We will define the term “to differ” as a distanaenttion that represents how far apart two salieser wectors are.
As each salient user vector can be consideredpaén&iin aD-space, wher® is the number of dimensions of the
salient vector, we can consider several possitdgate metrics between two vectorgndy. Figure 5-5 shows a
two dimensional salient vector space and six rersat@nt vectors within that space, translatedhsd the local
viewer is at the origin. The most popular distaneric is called the Euclidean distance:

1
D 2
d(xy) =[x-y| :{Z(xi —yi)z} (5-11)
i=1
Another distance function is the maximum value:
d(x y) = max(x = yi) (5-12)

and the absolute value distance:

dxy) = -y (5-13)
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Let us consider a scenario where we wish to craatamerical equivalence of how different the reamot
users are from the local user. Let us define arimédiate difference vector that is just the vebttiveen the local
useru and a remote user.

d =r-u (5-14)
We could then define Bl x D difference matribXD that contain all of the differences between tteal@and remote

users:
e d, - (5.15)

« dy -
We could visualize this matrix as a set of vectbes originate from the local user, as done in Féda+5. The more

similar the remote users are with the local uder,more they cluster around the origin. Convergaly less similar

they are, the more scattered the visualizationlvell

5.5 Formation of Interactive communities

This chapter’'s goal has been to create an inteeacbmmunity that extends a virtual environment towtards a
number of physically remote participants. As th&einet provides for a “smooth” transmission of +iiale data,
with some constraints, it is possible to think ofet of interactive environments as one unified, distributed,
environment. Therefore, the participants will beimi@racting with both the thematic content of therk and each
other. Since the system formally creates repreentaand models of a collection of users, the amtf a
community becomes a central part of the thematiteza of the work.

Through the salient vector, the operations neddedefine a set metrics for community are relagivel
straightforward. Had we chosen to use a non-coatisulescription of a user, i.e. using classifiegtisuch high-
level analysis would have proved very difficult dioethe non-linearity of the representation. In apjnion, this is
one of the main arguments for such a model of autérity that this thesis proposes: the ease otherattical
operations that can create simple mappings fromspage to another. This notion builds upon the vadr&udith
Donath, who formally researches the aspects ohamamity of users on digital networks. Her work “W& Who”
visualizes the association of every user in a conityio a number of conceptual “anchors” such ashieir group
affiliation or membership to the softball team. Tinederlying system that performs the visualizatiora set of
spring forces that virtually attach each user’'s @dama selectable set of anchor points. The strotgeassociation
is at any point in time, the visualization shows tthanging of the spring equilibrium point, cor@sging with the
motion of the user’'s name throughout the spéce.

Similarly, we can, through the use of statist@alysis of local and remote users’ salient veatisyalize
the relationships between each other. We can bhimgimilarities of each other to the surface orcam concentrate
on how different all of the participants are. Thisvery different from the majority of interactivvironments in

which the system only responds to the local int@was of the singular viewer. While the sensatibébeing part of
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an interactive digital community may be unfamillaand correspondingly abstract - at first, graguiabk our lives
increasingly become dependent on such digital paghywsuch modes of communication will hopefully drae
second-nature.

One of the design challenges in creating collaipagranteractive environments is whether it is resagy to
give absolute frames of reference to the local.uBhkis situation reminds me a little of the Prisosidilemma,
where two isolated persons must “interact” withany form of absolute communication, receiving oinlglirect
information that is a function of both of their iacts as a feedback mechanism. For example, if stallation is
using a motion as its interface and the collabeeagnvironment is responding to the similarity iotion, i.e. the
system rewards cooperation between the two, them ¢hmes each person form a communication language to
coordinate their actions? There is only the recortbn of the system, as described in Chaptehd, is given as a
feedback. But the reconstruction is a functionhaf interactions of the participants and is beingtiooally altered!
So without any absolute channel of communicatian,a means through which symbols are not distdretdieen
the input and output ends, it becomes a procefisdaneans of communicatighroughthe interactive environment
rather thanabove While perhaps frustrating to many, it is of gréatellectual and artistic interest to balance
objective knowledge and subjective experience éiepto make the interactivity more engaging. If toach control
is given to the viewer, then it is my belief thaetexperience will quickly loose its appeal. Cosety, should a

work be too abstruse then it will most likely friste and discourage the audience.
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Chapter
6 Reconstruction

6.1 Recontextualization

The reconstruction section of this model of intékéty is responsible for producing the responsenponent of the
cause-effect relationship between the user anénkr@onment, closing the feedback loop betweervteeer and
the content. Without this output feedback, it woblel difficult for the user to recognize their sifigance in the
environment, causing a breakdown of the interagtivi

Therefore the reconstruction section recontextaalthe presence and intent of the viewer in oalab the
thematic content of the work and makes him or Ineacive participant. If one could think of an irstetive work as
a mirror, then we need to create correspondinglétgbns” that this mirror gives back to us. Thrbuthe
recontextualization of the user, we are shown ameht of ourselves that may not have been appesglir. The
objectivity of the computational system can providditional insights into our behaviors, like a rogcope
removed from the immediate context. In some walyis, double inspection is ironic; we watch a systat is
watching ourselves. In fact Monika Fleischmann'seiiactive work Narcissususes this self-absorption as a
corresponding allegory in reference to the talBl@fcissus®

How the artist wishes to form output representetiof the interactive viewer is the subject of thspter.
There are a wide range of styles possible that diecthe system, ranging from an immediate atavistic
correspondence such as in Myron Krueger's works a faint “whisper” of legibility, as in David dkeby’s Very
Nervous Systent-urthermore there are two major sets of variabéae, 1) how the input parameters are mapped to
output parameters and 2) how the output paramatersisualized. Given that the viewer is searcliangeflections
of themselves in the system, we can, as artidteereimmediately fulfill this need to recognition either delay this
arrival point or deny it completely. The mappingdameconstruction style the artist chooses playsngportant
significance to the user being able to sense iresence. It is difficult to draw solid conclusioms which method
is preferred, as different viewers will have diffat philosophical pre-dispositions on how litedaéit presence
should be.

For example, two interactive installations of mitinds that Wash the Se&5995§° and What Wiill
Remain of These1997§", place themselves at opposite ends of the spedirtenms of cause-effect mappings and
revisualization. TheNinds that Wash the Seasteractive system, based on the viewer's wateirgt and air
blowing, directly maps these stimuli into spatiadaige warping and alpha-blending algorithms. Fos thork the
cause-effect relationship is immediately apparerihe user. The visual and sound material is dyrenanipulated
by the viewer, thus the viewer quickly “learns” thestallation and can use these rules to navigatecbntent.
However the later workyhat Will Remain of These®ses a more aggregate cause-effect interfacearsaip and
abstract visual output. In this work, the systeresdoot respond to just one viewer but whole grafpmembers,
slowly “learning” the motion behaviors of the autte based on visual input from an array of suraeidé cameras.

As both the cause-effect mappings and revisuatimadire conceptual and abstract in nature, it iy déficult to
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understand the rules of the installation. Thusis&llation inverts the notion of learning, assithe function of the
digital environment to form a mid-level “understamgl (to use the word lightly) of the physical wantather than,
as typical in interactive environments, the vievearning the system.

These two interactive works elicit strongly difat opinions from viewers. Some people have prederr
the meditative simplicity of the earlier work whi¢hers have been bored by the direct nature afnidyepings. With
the later work, some viewers are frustrated byldéle& of a direct cause-effect mapping, leading stonthink that
the installation is “broken”, not aware that theppimgs are accumulative over time. However, otlienge been
intrigued by the kinetic abstract beauty of thetahation output and they have revisited the woekesal times,
eventually forming a cursory “understanding” of whaas happening. Such a diverse set of reactiotizes®e works
appear to validate the assumption that the thebfyifdlment and denial in interactive installatis warrants further

experimentation.

6.2 Computer Graphics

The most frequently used reconstruction model takesputer generated imagery as its form of outpsifig either
computer monitors or data projectors to place thput into the environment. In computer graphidk,ofthe
structural content of the scene and either all ochvof the surface is entirely computationally gated. One cross-
over between computer graphics and image processihgiques, as discussed below, is with textuneping that
can “wallpaper” a set of polygons with either d sti moving image. However, let us assume thavialial output
content is entirely synthesized and do not haveediate sources from the real visual world.

Virtual Reality, for example, is based on the o$eomputer graphics in order to create visual ennt
dynamically that is based on the interactions ef vlewer. Additional output hardware, such as VRgles, are
also occasionally used. Typically speaking, 3D sammdering technologies are used that place theeviwithin a
computer generated scene, such as Jeffrey ShakesLegible Cityor Bill Seaman’sThe World Generator
However, several significant works, such as Toshii's Musical Insect€ and Scott Snibbe’Slotion Phon&®, use
2D spite animation as output. Interactive systesesaf computer graphics most likely stems fromtéwhnology's
economical success in the computer industry, asraehardware and software packages are availahpeavide
high-performance levels.

Let us start with a very basic 2D graphical priveit the circle. The form of a circle can be ddsedi with a
three parameters, itg,(y) coordinate location of its center and the sizétofadius. Thus we can say that a very
reconstruction model be an instantiation of a eimglth a single vector that encodes these thresnpeters:

c=[c, ¢, ¢l (6-1)
This vector is a three-dimensional vector and ctxaatonsidered to form a circle space and eactt pothis space
describes a unique circle. Therefore in order & khis representation into the interactive system, need to
describe a functiofi that maps points from our salient space into thise dimensional circle space, or in more
mathematical terms:

f.oO0" - 0° (6-2)

whereN is the number of dimensions of our salient space.
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For sake of simplifying the discussion, let usuass we already have a 3 dimensional salient spg@te t
was generated through the abstraction sub-systehedhteractive environment. In this sample scenave use a
vision system to track a persons hand over a pdemkestimate the diameter of the hand region. Tiwereour

salient vector would also be from a three dimensjoace:
s=lh, h, h] (6-3)
So, we need to define a set of functions that nmrap fthis 3-space to the reconstruction 3-spacegctwis

normalized for our output screen :

f. (h) =s,*h *05+0, (6-4)
f, (h)=s,*h*05+0, (6-5)
f. (hy) =h, * 05 (6-6)

wheres, ands, are screen width and height, in pixels, apdndo, are origin offsets into the screen coordinates of

the output monitor. This can also be made intorgpkd homogeneous matrix scaling and translatiarsfoamation:

[05*s, © 0 o, [h] [c
0 05*s, 0 o, |h, c, (6-7)
0 0 05 0 |h| |c

0 o o o]1] |o

This output parameter vectoican then be passed into the 2D graphics rendseaiipon of the system and shown to
the interactive viewer. In this scenario, the iat#ion would be such that a circle follows the hatftanging size
based on the apparent size of the hand, eithetaluweist rotation or distance from the camera. Téwample is
solely meant to illustrate one possible transforomafrom a salient vector to an output parametetare However,
through the description of the thesis projects fia@er 7, a more comprehensive examination of ceenguaphics

is outside of the scope of this document and thdeeis referred to [84] for more information.

6.3 Image Processing

A second method of reconstruction is with interaetimage processing, which dramatically differsniroomputer
graphics in that the output is based on either divg@re-recorded “real” (rather than purely synibed imagery).
Changes in the visual output can be accommodatedgh several possible image processing algoritiaisalter
the appearance and quality of the live or storedgeny. Here the presence of the user can be thrtheglive
imagery and/or the control parameters to the tansitions.

The techniques that are introduced in this sulieseevill be put into practice in Chapters 7 andr8the
Gesture Wallsand Melody Easelsnstallations ofThe Brain Operathese algorithms are placed into a real-time
interactive environment, whose evaluations and lesians will be presented in Chapter 9.
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Figure 6-1. Two original images and an even alpkading

6.3.1 Alpha-blending

One common image processing algorithm is to “bletmtjether two images, where two images are averaged

together, pixel-by-pixel to form an output in whibloth of the sources are visible. Figure 6-1 showme source

images and a resulting blending where both images#e hequal averaging weight in the output. A formal

mathematical representation of this operation is:

I, = @0-a)*1%; +a*1%; i=0..N-1,j=0..M-1 (6-8)

The blending parameter is the weighting function that is between 0.0 ar@@l The lower the parameter value, the

more imagd® is weighted in, and, conversely, the higher alighhe more imagé' is weighted in. Note that is
constant here with the significance that this biegds uniform across the entire image and is nioination of time.
A classical blending algorithm is that of a créasde, where the tail of one video scene is fadéal time

beginning of another scene, making the transitiont™ less sharp. This example is one where the g
functions between the two images is a functionimetand must be calculated frame by frame. Considease
where we have two video sequenttandl?, each 30 frames in length. To perform a cross-feal® 1° to I* over

this period:
t t . .
I [t = @O——)I% [t +——1%[t =0..N-1,j=0..M-1,t=0...29
|,][ ] ( 300) J[ ] 300 J[ ] I J (6_9)
The only difference between Eq. 6-8 and Eq. 6ias we have a time-series set of images and aatiequor the

weighting functiona(t]:

aft] = % (6-10)

Where T is the number of images in the time-setiEsnvever Eq. 6-9 is still constant in terms of ggascreen
coordinates. It would also be possible to defiveegghting variable that is a function bfj, andt, i.e. afij,t], that
will blend together pixels at different weightsdifferent spatio-temporal portions of the imager Example, the
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Figure 6-2. Using a time-varying alpha-blending mxeto transition between two video sequences.

film/video “wipe” effect, does a cross-fade blendtbn a directional manner over time, such as tedtight.

However, we can create more novel types of weightimctions:

i-cf+(j-c) t
atin=] ( Y)f : )2<? e
0.0 ('-Cy);(l—cx) 2%
where
B=yc’+c] (6-12)

andc, andc, are the spatial coordinates of the center of theen. Using this weighting function ovEiframes will

cause a circle wipe to grow from the center. Tit#orsng between the two frames is pictured in Fg6f2.

Other novel blending effects could be accommodaifigida weighting function such as:
ali, j,t] = sin(Zt?" —% 7)*05+05 (6-13)

where

r=y(-c,)+(j-c,)? (6-14)

and F, is the temporal frequency amd is the spatial frequency of the effect, in Hednd are assumed to be
constants in this case. This will produce a wake-tross fade that emanates from the center ofdreen. A few

frames from this visual transformation is showrfrigure 6-3 at different time points,
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Figure 6-3. Using a radial "wave" as the sourcart@lpha-blending algorithm. The
center of the screen is the origin of the effemtljating outwards over time.

These above examples use closed analytical expnesto calculate the alpha blending values forteac
point in the images. However, in many cases, sgdha@se described in the implementation chapténisfthesis, it

is better to allocate a two-dimensional alpha mattiose elements describe the weights on a pixgliksi basis:

a0,0 aO,l a0,2 e aO,M -1
a, ay, a, o Qg (6-15)
A=| a,, a,, dyy e Qoya
_aN—lO aN—l.l aN—l,z aN—l,M -1 |

This could obviously be considered the solutionod¢he equatiom|t] at each of the spatial coordinates in the time-
varying image. Eqg. 6-15 is usually a functiont @nd will be referred to a&[t]. Therefore to calculate a composite
image at each time step:

I [t = @O-A, [t 1°[t]+A, [tH%t] i=0.N-1 j=0.M-1 (6-16)
We can update the weights either on every frameg arbitrary times, depending on the applicatiomaj@er 7 will
demonstrate a scenario, withirhe Brain Operaimplementation, where the weight matrix has botmtinual

alterations as a function of time as well as chargesed on user events in the interactive envirahme

6.3.2 Spatial re-mapping

Another widely employed image processing operat®rirom spatial re-mapping. This transforms thetigpa
coordinate system of an image such that it yieldwarped” version of the original. The impressidrat such an
effect can produce is similar to a fun-house mjrtbat stretches a viewer's image according thieetading of the
mirrored surface. Other common occurrences oféffisct is with standard video effect boxes thatuex maps a
video signal to a moving 3D planar surface. In ateeded version of the same effect, virtual readiggtems use
texture mapping to “place” a video sequence overammore polygons in 3D space.

Formally this processes takes a sek @indy coordinates of an original image and transfornesrtfinto

another set of coordinates. Consider the follovgimgple transformation:
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[x y]{oc')5 0?5}:[% vl (6-17)

which simply scales the coordinate system down Bgctor of two. If this transformation is performeger the
entire set ok, y coordinates of an original image, the transforinegge will be the same as the original but at & hal
the size along thg andy axes. It is important to note that add and evenaxid y’'s will map to the same integer
portion of the transformed region, e.g. when 2 andx = 3, we will get 1.0 and 1.5 respectively. As imaggices
are always whole numbers, we will need to low-pidts the transformed image and then subsamplerdter to
avoid aliasing.

It is possible to use a more general affine tramsétion of the coordinate space in order to accodate
other image warps that include image shear, rotatand translation. Affine transformations @ot model
perspective alterations or warping of images ovepleere, for example. The reader is referred tdkvegr Steve
Mann for perspective transformations of imaffeBhe equations for this affine transformation are:

X' =a, +hx+cy (6-18)
y' =a, +bx+cy (6-19)
This transformation requires six parametefanda, describe the amount of translation dmd,, b,, andc, describe
the amount of scaling and shearing. This can atsariften as a matrix transformation:
b b 0
[x vy Qe ¢ 0=[x y 1
3 a 1

The inverse of the transformation matrix can bevestblanalytically as and substituted in the abovgagqgn. It is

(6-20)

easier to illustrate the inverse mapping if we krebown the affine transformations into translatiand

rotation/sheer operations:

Sl < G1R) 621

The inverse of this 2x2 matrix is easy and is tIste[86].The final inverse affine transformatianthus:

(= A6 A *EX-CY (6-22)
b.c, —b,c,
y="_ ab +ab, -bx+hy (6-23)
bc, —b,c,

Using these equations it is relatively easy to eena transformed image, using the same number ehima

calculations as the forward transformation if vghtly re-arrange these inverse functions to:
X:ax+:BxX’+yxy (6_24)
y=a,+B,X+y, ¥y (6-25)

where the constants need only to be computed ontara:
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_3678¢C, - S R (6-26)

a, =———F—— x — Vi =
b.c, —b,c, b.c, —b,c, b,c, -b,c,
_—abrab, o, b B (6-27)
’ b, —bec, ’ be, —bc, ’ bg, -bg,

The reason why we care so much about the invéfise &ransformation is because the spatial coaridis
of the output image are known and fixed. With thegaations we find the answer to the following dioes “For
each pixel in theutputimage, what is its corresponding pixel in the imad?” Furthermore, as we know thg a,,
b,, b, ¢, andc, of the affine transformation, we have everythirggiweed to render this image.

However, solving this inverse transformation faclke pixel of the output image we will get mappings
fractional indices of the original image. For exdaepputput pixel coordinate (10,10) may correspondixel
coordinate of (20.5, 30.1) of the original. There aeveral methods to solve this issue, each witksps and
minuses. The simplest — and computationally fasteséthods are to either truncate or round to #wrest whole
integer, with the penalty of producing a somewhderior image output. It is possible to performstfiorder
interpolation methods in order to compute in-betwpixel values using the commonly used tri-linggefpolation
algorithm described in [87]. Inverse affine mappiten also yield values that are outside of theimaigimage
boundaries, therefore it is important to catchehiesalid indices and set the pixel value to somestant, normally
black.

Figure 6-4 shows an original image and samplaaffiansformations with a few different parametdss
This spatial remapping of images is a general tigetenthat is used in the implementation sectionthisfthesis and
will be demonstrated in several cases in ChaptaVfile affine transformations yield a spatial remiag, it is
possible to create non-affine warpings of imagewelt To generalize the re-mapping effect, letetsirn to Eq. 6-
21 which merely alters the placement of pixels ¢ anage to another. As long as we create a camnekipg set of
new spatial coordinates, this equation is stilidrand can yield more entertaining results. Take,ekample, the

following inverse mapping equations:

0 = tan (L Yey (6-28)

X=X
d= ma{\/(’% =87 (% =)7K+ Y (6 — )P+ Y X+ (5 - yj)j (6-29)
A= xc)2d+ (v -y 630

Figure 6-4. Three sample affine spatial transforonatof a single frame.

62



x=r’"dcos@) + x, (6-31)

y=r"dsin@) +y, (6-32)
wherex. andy. are the coordinates of the center of the scredry@a “bow” parametess, ands, are the width and
height of the screen, in pixels. The dependentbéeid, is important in order to properly scale the dises such
that we keep within the bounds of the original imaghis spatial remapping, using polar coordinatgis,create a
“fun-house” type mirror which will stretch out amage in proportion to the parameyer

The important issue to note with these two exampdethe fact that there are a certain number of

parameters that change the appearance of the wviscahstruction. With Egs. 6-31 and 6-32 we haveser-
controllable “bow” constanyand an effect positior. andy.. Thus we can say that the reconstruction modebhas
three-dimensional parameter vector. Therefore, @edrto create a mapping from the interface sulesystf the
interactive system into this three-dimensional spéicwe take our previously described Fish haadker interface
that yields a three dimensional salient vecthy, I{, hy), we need to provide a mapping function such we&imove
from one space to another,fdr® - (0% With this reconstruction vector, we could tryimgle mapping between the

salient vector and the reconstruction vector:

x.=h y.=h, y=1+%d (6-33)

C

whereD is a normalizing constant to scale the range efttbw. Using these parameter mapping functions will
cause the interactive environment to produce ahfause mirror whose center is placed where the plaees their
hand and whose severity of warp is inversely prijpoal to the distance that the hand is from theking camera.
Although this is a purely subjective evaluatiom;auld be claimed that the spatial consistency betwthe viewer’s

hand and the center of the effect response makes riwore intuitive mode of interaction. A few samplutputs of

this parameter mapping is shown in Figure 6-5.

Figure 6-5. Six sample "fun-house" warping imagés wdifferent "bow" parameters. Gamma
values are (from top left to bottom right): 0.36,01.0 (normal image), 1.4, 2.0, 6.0.
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6.4 Physical Based Simulations

The next type of reconstruction models is a moneega hybrid that combines computer graphics witlysical
based modeling in order to produce an output tbhabes, in a loose sense, much like systems win she real
world. For example, researchers have used modedpedch synthesis based on the analysis of thd trach in
order to produce realistic computer generated $p&ékhe keyword for physical based modelsiimulation as the
output should allude to that which it models. Reacing, a discipline of computer graphics, is agitsl based
model on how optics behave, simulating the effettseveral known physical properties of light andtion, such
as refraction through glass, specular reflectiang, motion bluf?

In use with interactive installations, physicalsed simulations are very evocative as they help
communicate an exposition of process. Keeping thithoriginal goals that were outlined in Chaptesifnulations
are able to construct a meta-narrative without tgto explicitly encode all of the potential statkat the system
can arrive at. As shown in the following discussitirese physical based models typically use venpls localize
rules to describe the behavior of several indepeindperative agents. Although the rules of the &gare slight,
very complex global patterns and qualities canearfis is what is described as an emergent behasdiere an
objective, outside observer is able to organizefithe separate agents into a cohesive whole.hVResnick uses
very simple local rules to drive independent agémis simulate the foraging behavior of ant colefif¥dn this case,
it would be far more difficult to write a programof the “top-down” that would visualize this endeet as a

centralized set of rules does not actually modelatiginal itself.

6.4.1 Particle Systems

A particle system is based on simple Newtonian jgkywhere a set of independent agents, particlesacted upon
by a group of forces, such as applied forces, feonmoutside source, and friction. These particlessat into a
virtual environment over a time period and theirtiowes indicate set resulting spatio-temporal fortest these
highly localized rules describe. It is importantimte that each particle is “blind” to the globavgonment, as they
operate within a very small neighborhood at anyegieint in time. Thus, when one watches a partgktem, the
resulting global behavior of thousands of indepangmrticles can be very surprising and not egsidictable,
except for in the most simple cases.

The notion of particles in this sub-section isited to a 2D graphical objects that are placediwighplanar
environment. Other work in particle systems carfidumd in other work by [91]. The choice of a 2Bstgm is due
to the compute feasibility in real-time on reasdpalyiced computers as a 3D system would requiditiaxhal 3D
(virtual space) to 2D (screen space) projectiomsrandering times.

Let us begin with a set of particles that havaiaent coordinate placement in the two dimensipaice
and a motion vector. As an initialization stage,witt assign a starting location for each of thetigtes. Let us then
denote each particle as:

p= (px’ py’ Pax pAy) (6'34)

but let us, to simplify the notation, break up #e¢ of particles, numberédl....P, into four different vectors:
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X =p, y = py (6'35)

=Py Y = Pay (6-36)
We will also group together the location and vetlpcomponents of a particle into two vectors:

I =(x,y) (6-37)

V= (%) (6-38)

For every output frame, at tinhewe need to calculate the current position of eddhe particles, which is simply:
Lt =L[t-+v,[t-1] i=1..P (6-39)
If there are no outside or friction forces in owarticle system, then the particles will travel ia current initial

direction. However this does not produce any paldrly interesting results, so let us define a wmensional
force matrix:

I fO,O f0,1 f0,2 fO,M—l 1

fro fu fi e flus (6-40)
F=| foo  for for o fous

_fN—l,O fN—l,l fN—l,2 fN—l,M—l_

where each element of the force matrix is a twoedisional force vector that “exists” at the x, yt&dacoordinates
that correspond with its indices:
f[n, m] = (f,[n,m], f,[n,m]) (6-41)
Here f]i,j] andfJ[i,j] are the force components in the x and y axes dhatat coordinatesn(n) in the particle
simulation plane. In order to refer to the forceuay specific particld, at timet, we will use the following notation:
fIx, v, t1=F, ,[t] (6-42)
With this we can also update the velocity of eaatiiple at each time step
v[tl=av[t-1+f[x,y,t-1] i=1..P (6-43)
The constantst represents dampening force, or friction, againstdurrent velocity. If the new forces drop to zero
then the velocity will also, whem < 1, eventually decay to zero. Obvioudyshould be set between 0.0 and 1.0 in
order to insure stability of the system. Valuesatge than 1.0 will cause the particles to contilyuapeed up
exponentially without the presence of any extefoades.

Several implementations of particle systems iarattive environments can be found in chaptersd78aas

part of Tod Machover$heBrain Opera

65



66



Chapter

7 Implementation

7.1 From Theory to Practice

This chapter investigates several implementatidribi® model of interactivity. Although these testses are limited
in scope, the intent was to place as many of tle®rth principles into practice, as it is always tigb the
engineering and realization that the full comphexif the problem reveals itself.

To me, one appealing aspect of interactive medis #hat it forces the artist to be both a thstoss well as
an engineer. While ideas may be provocative amdusditing, it is only through the construction oétimteractive
environment that a communication channel to a waladience is formed. Typically avant-garde art hasn
reserved for the intellectual elite; however, ndwisi possible, with the use of the multimedia calitgs of
computers, to enjoy an interactive work at multifdeels. Should an audience member not be welledens the
theories of Baudrillard and Benjamin, he/she cavertbeless enjoy the work at the visual and awehbse level.
Conversely, those well versed in multimedia tecbgi@s and, therefore, not awed by its shimmeriréasa, can
look for the artistic themes and meanings withim émvironment.

How the artist/engineer decides to implement tie®ty is a critical step, as it becomes the pdinttach
all conceptual ideas must be given a mathematiaady bwithin the computational system. Should the
implementation not fulfill the promises of the thg@nd thematic background, the work, in my opinibas failed
to become anything but hypothetical discourse. B9 @3 an artist and computer programmer, care éHheutaken
to limit the scope of the work in order to make éiomore direct implementation style. Therefore, amn pieces
tend to be small well-focused experimentéinds that Wash the Se&E995) investigates the use of alternative
interfaces within a simple cause-effect relatiopshivhat Will Remain of Thesg2997) focuses on the use of a
physical based model coupled with computer visiptical flow analysis. However inviting the applicats of
computers in interactive art may be, it is the oesibility of the artist to make sure that thera isentral theme that
is appropriately implemented and presented to tliteace, in my opinion. Otherwise, the work hasoteptial to
become an unfocused mess that is held togethehbilaw technological shell.

The thought process must be broken down into se@mthponents that can be programmed, tested,
debugged, and executed, just like in any othemswé engineering project. Furthermore, dependintherscale of
the project as well as the engineering skills & #ntist, additional outside programming help ntusthired and
managed. Interactive media art production has theen often related to film and video productionevehit is
difficult for a single person to implement all dfet components necessary for a piece. Personallyywonks are
designed and implemented in whole by myself, wig éxception oThe Brain Operaas described below. While
this makes for consistency between the conceptlainplementation, it also sometimes disallowspbssibilities
of receiving objective feedback during the impletadipn stages. One videotape work of mibmtil We Sleep

(1995), uses many of the same abstraction/recantistnu strategies of this thesis. As it was not al-teme
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interactive environment, the cause-effect mappiwgse very abstract and mathematically involved. é/lhis
intrigued myself, it was however not apparent te #udience what the underlying system was. Haddived
critical feedback from someone, say a collaboratomuch tighter and more focused work would havenbe

produced.

7.2 Design to Implementation Decisions

The process of going from design to implementatieems to be as related to compromise as it dasrsgineering.
It is rarely the case that an implementation iscdyaas one imagined during the conceptual destmase, since a
number of typical issues, most notably cost an tbonstraints, arise during the production phase.

A good interactive artist, learning through mutigxperiences, will keep these issues in mindngutie
design phase of a project. It is through the exgiExt of problems that designs can be made roleasing the
production and debugging phases. For example, mti@atdesign criteria is, how long will this woke shown at a
site? This all depends on the exhibition venue, #mel artist should have different design concepid a
implementation strategies in mind for different uea. Many times works are shown for relatively shiones at
festivals, from a few days to a few weeks. This msethat the work will have several opportunitieb®repaired
and patched up after individual shows. But if ateractive environment is to be a permanent indiaha
somewhere, then the design and engineering muskipemely robust and be able to withstand largeiwels of
people using it for long periods of time.

Furthermore, permanent or long-term installatishsuld allow for multiple engagements so that wtien
audience returns to the exhibition, either the whbds literally evolved over time or has multiplevdis of
engagement. The first contact with a piece coubdidyan aesthetical impression, while subsequeitatiens could

produce a more substantial interpretation, in tesfrteematic content.

7.2.1 Design Concept

The design concept, or scenario, is largely a dasmn of an “end-user” experience. As interactimedia art uses
the notion of experience as a central vehicle fastic expression, it becomes a fundamental qoegt ask what
type of experience a viewer/participant should ireceShould the experience, with the thematic canté the work
in mind, be light or heavy, playful or profound?dsld the environment reveal itself immediately, hwitll of the
thematic content available at first sight, or skothe user gradually reveal the content base? Adthathese
adjectives would appear to sound very vague, theyform a starting point on which to base the petidn aspect

of the project.

7.2.2 Length of experience

Another design question comes from the targetegtheaf experience a visitor will receive while eggd with an
interactive work. Is the artist looking to captieatn audience for three to five minutes, or teBGaminutes? The

length of engagement is also intimately linked ke exhibition venue; i.e. smaller galleries thaavdra smaller
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number of people allow for a more lengthy engagdénwnthe work. For example, William Forsythe’s work
Improvisational Technologiesas shown at the ZKM’s MultiMediale 4 exhibitiéhThis intricate and subtle piece
was for a single person who sat at a station aptbeed the styles of William Forythe’s choreograps/well as
several examples of dance works. As the work drea single person for extended periods of timesliformed of
people waiting to experience the work. Many of phespective visitors left the line frustrated aftegiting too long.
Furthermore, it was difficult for the user to labemselves in the work as one was always consti@isa line of
people was waiting to try it, making some of thetipgpants feel rushed and uncomfortable. In mynam, a
smaller exhibition venue would have given the viewdonger, more casual opportunity to dive intis #ngaging
work without the pressures.

The Interactive Mind Forestsection of Tod Machover'8rain Opera described in Section 7.4 in this
chapter, assumed a three to five minute engagepegrierson at each station. As the original conoéfiie Brain
Operawas such that the audience would use the intgstdbby 30 to 45 minutes prior to the performariceias
important that each person would receive an oppityttio use each of the technologies. Given thahesaudience
was estimated to be 100 to 200 people, the audiloaewas an important issue to consider so thastfation
levels and waiting times could be kept at a minimimLinz, Austria, during the Ars Electronica eliion of the
Brain Opera a different setup was adopted where thteractive Mind Forestwas open to the public for
approximately a week, with one night of two perfarmoes. This allowed people to come and go as tleag@d and
to spend as much time with each installation ay thieshed. Such an organization made for a morexeela

experience as it was rare that more than a fewrdpeeple were using thdind Forestat the same time.

7.3 Real-time Programming Issues

As interactive installations must adapt in respasthe viewer’s intent, one of the challenges mjireering such
artworks lies in the development of very high spegstems that can produce an adequate experiemealitime.
Real-time is a vague term in this case, as altactéve works are processed in real-time, but soaeh more than
others. Works that reference a database of videteng such as hyper-video on CD-ROM, only neeceta the
video frames from secondary storage and place therhe screen, which is the least demanding foorapater
from a system’s point of view. Works that show cangp generated imagery in response to the viewed @ be
able torenderthe set of polygons and texture maps at a reasofraime rate. Generally speaking, the artist sthoul
try to keep at least 12 to 15 frames-per-secondrder to avoid that the visual response is toarjgrto the user, in
my opinion. In particular, VR applications, whehe tviewer’s entire visual field is completely contgrugenerated,
need a good frame rate to avoid unpleasantnesshdfomore, it is important to provide efficient rdimhe
programming in order to insure a minimal time-lagtvileen the actions of the viewer and the respofigbeo
system.

Again, the implementation questions are direatfated to the choice of computation software tdbd
are used. There are several high-speed 3D rendickpges such as Inventor and OpenGL by Silicon Iecapthat

obviate many of the follow discussions.
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Most important is the isolation of the computetical portions of the software environment, or #os
functions and operations which take the most compytles to complete. Generally speaking, softvmogrrams
that are used in interactive media have a few kayponents that take up most of the time. In manyngf
interactive works in the past, the overwhelmingtipor (~90%) of the compute time came from a smalttipn
(~5%) of the program code. If the programmer camiily and optimize this critical section of codbe benefits

will grow rapidly. Take for example this C code fpha-blending two NTSC video frame buffers:

voi d al pha_bl end(i nl,in2, out, al pha)
PI XEL *in1, *in2, *out;
unsi gned char al pha;

{

int i,j,k;

for(k=0; k<3; k++)

for(i=0;i<640;i++)
for(j=0;]j<480;| ++)
*(out++) = ((*(inl++) * (256-al pha))+
(*(in2++) * al pha)) >> 8;

}

Although this code fragment is, to the eye, vergrsht can execute quite slowly on ordinary congpst In total we
must blend 921600 pixels for a single NTSC imadds Entails 1843200 multiplies, 921600 additior&] &00 bit

shifts, 2764800 memory operations. Altogether, tisies to 6451100 operations, without considetiegoiverhead
of the for loops which would add on about anoth&4B00 operations, which would be expensive operatilue to
the execution branching that occurs in for loogswBat looks like a small function actually takédeast 10 MIPS
away from the computer in five lines of program eo@€onsidering that we need to compute this oramdrby-

frame level, there is clearly an upper bound tostieeed of the system. The above full frame NTS@widend code
runs at about 17.6 frames per second on a 200MHtuPe Pro computer.

On the other side of the coin, the non-critical control portions - of the software program geiigrcan
take up many more program lines. A software dewefspgool, commonly known asofiler, helps to determine
how much percentage of total compute time has Hesributed to various functions in a program.

Another important programming concern is whetlepérform the computations in integer or floating-
point mathematics. Almost all computers can doefasalculations in integer math and in many calseglifference
between integer and floating-point calculationsubstantial. For example the above alpha-blendote sample

runs 8 times faster using integer math in comparisdloating point calculations on a 200MHz PemtiBro!

7.4 Brain Opera

The Brain Operadeveloped between 1995 and 1996 by Tod Machawkmagroup of 50 researchers at the M.1.T.
Media Lab, is the first interactive opera that bagn produced and presented to the wide publicpipring July

1996 at Lincoln Center, New York City. The workhbased on Marvin Minsky’'s seminal book, The Society

Mind®?, in which he develops the idea of a decentralizetl of agents that collectively form a recognizable

intelligence, although, they themselves are dumacidver interpreted Minsky’s ideas as being a netafor the
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distribution of several simple musical devices tf@m rich and complex musical experiences. As dhédience
members moved from station to station, they reckavdlending of all of the distributed musical atgethrough the
acoustical space.
Out of this overarching desigiihe Brain Operaonsists of three major componefits:
- The Mind Forest, a large installation area with 6 different intdihae experiencesthe Speaking Tree
The Singing Treelhe Rhythm Treeslarmonic Driving Melody Easelsand theGesture Walls
- Net Music, a set of World Wide Web Java applet pages in lwinisnote users could both navigate
musical content as well as participating in the lperformance.
- The Performance a live show with three performers using the sdemhnology as in part ofhe
Mind Forest In addition, contributions from the spoken replet The Speaking Treportion of The
Mind Forestas well as from the Internet Java instrumentsewaixed in under the control of the
performers.
The following sections will focus on thielelody Easelsand Gesture Wallcomponents offhe Mind Forest A

photograph of thénteractive Mind Foresis shown in Figure 7-1.

7.5 Melody Easels

One of the interactive installations The Mind Foresis a set of thredelody Easelsone of which is shown in
Figure 7-2. The artistic concept of tiMelody Easelswas to create an active musical surface on whigh t
participants could play various melody lines, colitng the phrasing of the piece through the smauttions of
their fingers. The interactive environment is milige a musical finger paint, smooth, continuouswedl as light
and playful. Due to the commercial technology alzg at the time of development, each of the tivietody
Easelsis for a single active participant, although seVerdditional spectators are accommodated for. mbsic

consists of both an instrumental portion, generatedal-time through musical synthesizers, andrapged

Figure 7-1.Interactive Mind Forestomponent offhe Brain Operaas setup in Lincoln Center, NYC, July
1996. Shown in the foreground afke Singing TreeThe Speaking TreeandThe Rhythm Trees
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Figure 7-2. A participant enjoying one of thtelody Easelén The Mind Forest

vocal melody line, sung by mezzo-soprano Lorrainetd The concept and design of tMelody Easelwas
completed by Maggie Orth, Sharon Daniel, and Rayokhita. The videographer Sharon Daniel developed t
image content design which was decided to be ctlatenurky, watery imagery that gave the Easelamarfa very
fluid contrast to the highly geometric structurasiyn. The interactive musical system was desidneHai-Yuh
Hsiao who used the regularity of the finger motionsrder to control music parameters of the musioanposition
written by Tod Machover.

The threeMelody Easelsare made from computer monitors that are suspefadéuay upwards by a set of
three wires that are rung from the overhead smtgie. Each monitor is housed within a roundedermmne shaped
covering, with a solid bottom to protect the ddkcanonitor. Around the monitor glass is a slighslipping
aluminum covering that hides the less-than-ativactieige computer case from the viewer. In addititme

reflective qualities of the aluminum subtly diffusthe imagery through the environment around treeBa

7.5.1 Technology

The Melody Easelwere developed with standard off-the-shelf tecbgigls that included personal computers, touch
screens, MIDI sound cards, and commercial sounthegizers and samplers. This was done in partdardo keep
maintenance at a minimum, as it would be relativeaight-forward to replace malfunctioning equiprnas
necessary. The Brain Opera was very fortunate ¥e anerous sponsors who donated much of the egquipttmat
was used in these installations. Table 7-1 is attebist of equipment used for the development extaibition of
this installation. Figure 7-3 is a block-diagranilime of the entire system.
Each computer monitor uses an ELO touchscreenhwdffers three degrees of freedom: x, y, and pressu

Both the interactive visual and sound softwareesyistuse all of the information that is providedfdJtunately, as

mentioned above, the touch screen is only for glsinser which broke the original intention of thstallation. In
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Company Model Number Equipment
IBM PC750 Computer, 133MHz Pentium, 128 Mb RAM
ELO IntelliTouch Pressure-sensitive touchscreen
Akai Prophecy Synthesizer
Kurzweil K2500 Rack mount sampler, 64 Mb RAM, Fsijithard drive
Mackie 1202 12 channel audio mixer
Samson Servo 150 Studio amplifier, 75W stereo
KRK 100W speakers (2)

Table 7-1Melody Easekquipment list.

several situations, more than one person attemjteplay the Melody Easel causing errors stemming at the
touchscreen hardware level. The exhibition computeere 133MHz Pentium computers, which, at the tohe
writing, represent rather the lower end of the peat computer spectrum. Furthermore, no graphielacator cards
were used at all in the system, which created aitiadal implementation constraint in terms of béprendering

speeds.

7.5.2 Interactive Visual Software Implementation

The following sections explain the development leé interactive computer graphics portion of eadh ttiree
Melody EaselsThe software was written by myself, under thecemtual direction of Sharon Daniel. As mentioned
before, the visual software was running on the sapmeputer as the music generation software, s thhere many
tasks running concurrently, creating an even tigallecation of compute resources.

We developed a unique visual effect for each efEasels, although there are several similaritaden
them. Sharon Daniel digitized approximately a dogkart video sequences that used water in comecitppBor
example, several shots were completed in a poal pond with an actress making floating gesturethénwater.
When the interactive viewer looked into the Easayoked a feeling of looking into a kettle, as ttesign of the

Stereo Audio
Out

Stereo Audio
Out

Stereo Audio
Out

RS-232 Serial

Figure 7-3. System block diagram of the Melody Ease
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structure made the objects themselves look likédcans. These sequences were short, around temd®each,
and were looped continuously. In order to avoid tha installation becomes too repetitious, ekitHody Easel
uses several video layers, or video sequences vapplear one behind each other, so that viewermasigate
through their interaction. The software concept tigdintention - should the participant engage ragsly enough
in the environment - they should transition fromeato layer, progressing further down the sequeié¢he video.
This was to be a motivational technique, encouigtfie viewer to further explore the environment Hreddifferent
layers of imagery that it contains.

The video sequences were stored as color bitmaits M8-bpp (bits-per-pixel) RGB information. As
bitmapped video is very large in terms of memoyuieements, and slow to read from secondary stothgeentire
image sequence was placed in a large bank of DRWAM. chose to use bitmaps in order to facilitate ienag
processing routines, as it is not possible to gasidnsform compressed images. Typically, one wdadge to
decompress the image first, apply the transformadiod then render that image to the screen. Thuisrdgression
stage would have further required already stratmdpute resources, and therefore the reductioheofitita size
did not justify the additional increase in comptitee. This is one of the “catch-22’s” of using da@mpression:
one can reduce the image representation size, gi@pally reducing the reading time from a hardkdisut then at
the cost of not being able to perform operationshenmage.

Each of theMelody Easelsused image processing techniques in order to erganhsformations and
abstractions of these pre-recorded sequences. Wass chosen in order to create a playful and suiygest
environment where eadfielody Easetan exhibit an interactive behavior that subtlydifies the video sequences.
Although overall performance may have been incrédaseugh the use of 2D computer graphics animaitois
difficult to keep the imagery soft and abstract. @mputer graphics tend to prefer rigid and geoimdtrms, a
style of figurative expression that we chose toidwvo

Due to computational constraints, the interactiigial environment used imagery at a resolutioB2f x
240 pixels that were interpolated to 640 x 480 (8Tsize) at the rendering stage. To perform theutaions at the
native 640 x 480 would have incurred too great st eodx slower — without considering additional ldeans with

the level 2 cache.

7.5.3 Melody Easel #1 — Blend

The firstMelody Easeluses a spatio-temporal alpha-blending image psamgslgorithm with the effect, that the
user can “rub away" a top layer of video, reveatimg contents of another video sequence underneath.

The position and the pressure of the participdimgér on the touchscreen is measured and useantoot a
alpha blend matrix which indicates, on a pixel-liyepbasis, the ratio of one image to the othet.usrepresent the

alpha blend matrix:
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oo oy doy o Goma
a, a, a, N Y (7 1)
A= aso a,, a,, v U
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where each element in this matrix is a real numi@ued between 0.0 and 1.0. The indexing of thigrima
corresponds directly to the spatial coordinatethefoutput image. Thus elementis the alpha blending constant at
screen coordinatg,i). A value of 0.0 represents the full weightingtbé top layer of the video at the specified
coordinate and, conversely, a value of 1.0 willyfuveight the background pixel.

To create an output mixing of the two video imagemerely has to perform a weighted averagingaath
pixel:

T, =@0-A )% +A 1%, i=0.N-1,j=0.M-1 (7-2)

As theMelody Easelfave a temporal component as well, we decidedattat the user rubs away a portion of the
imagery, the blending will fade back to the topelaypf video gradually over time. Therefore the alfiiending

matrix should be a function of time as well:

[ anolt]l  anltl  ag,lt] o dgualt] |
alt]l  aultl  altl . ayyalt] (7-3)
Alt] = az,o[t] a2,1[t] az,z[t] v Qo ]
_aN—:LO[t] Anoultl oyt o @yl —1[t]_

In order to accommodate the feature of the gragddiatiing back to the foreground image, all we needo, at each
time step, is to multiply the weighting matrix byealar constant valued between 0.0 and 1.0:

Alt]= BA[t-1 (7-4)
This works because of the way we assigned the mgppif the alpha blend elements, where 0.0 ifdodiground.
Had we not chosen this appropriate representatiem this desired artistic operation of “fading Ildawould have
been more difficult than a simple multiplicatiorhéapparent speed at which this matrix returngto s related to
the value ofp. If B is very close to 1.0, then the decay will be sl@snversely, a somewhat small valueBodill
cause the alpha blending matrix to drop very rapiflhe reader should keep in mind that at each $itept, we are
multiplying the entire matrix by this value. Thesed the decay of the matrix is exponential in tifeve have a
value off3 =0.93 and=10, then we have the flowing relationship:

A[LO] = 093°A[0] = 0.484A[0] (7-5)
As you can see this drops off very quickly, in otép time steps, we have cut our original blendiragrix by more
than half! Keeping in mind that we need to divitiestfigure by the number of frames per second ftiinput, ten

time steps represents a very short portion of tireeabout 0.5 seconds at 20 frames per secogdré~7-4 shows
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Figure 7-4. Decay rates for five valuesfof0.25, 0.5, 0.75, 0.95, and 0.99.

several choices fdb and their corresponding decay rates. In generalgsabetween 0.95 and 1.0 are used in order
to achieve a perceivable effect, otherwise the-tagay occurs too quickly.

Now that we have defined the behavior of the alptatrix over time, let us discuss the interactivity

between the user and the computational systemud ekefine another matrix that represents the iréion from

the touch screen:

Soo Soa Sz vt Soma
Sio Si1 S2 o Sima (7-6)
S=| s, S S v Sua

| Sv-10 Sn-1z Sh-1z e Sneamet ]

where each element of the matrix is the touch médiron at each coordinate on the screen. Notidghimmatrix is

the same size as the N x M image matrices as wetha alpha mixing matrix. The ELO touch screewets

produce mouse motion events under Microsoft Windopsrating system, from which we gek,a, and pressure

information - here

normalized between 0.0 and hddenoted ap. At each mouse motion event we assign a value

to this matrix accordingly:

S,

p* 1.0—[ (j—x)21+(i—Y)2] if (i %)%+ -y)* < p*dy,

(7-7)

0 otherwise
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This equation basically assigns a value for theliaacreen matrix that is proportional to the pressiat the viewer
is applying to the screen and inversely proporfiendhe distance between the matrix element aadatttual touch
location.d... is the maximum distance away from the actual taairdinates that this assignment operates. This is
used to help limit the number of calculations regdiin the software. Notice that this is scaledthwy pressure
measurement, creating larger and smaller videcshdlee exponent constaktis used to determine the slope of the
spatial decay and should be typically greater than

Once this touch screen matrix is defined we camplsimombine Eq. 7-4 and Eq.7-7 into:

At] =clip(8 At 1] + Jt]) (7-8)

Here both elements, the interactive component a$ agethe systemic behavior, are united into atinedly
straightforward equation. The clip function limttee all of the elements in the matrix between @ &.0. This is
necessary in case multiple touch-screen eventsr apgakly near similar screen coordinate locatioas,values
above 1.0 in the alpha-blend matrix has an undéfieaning. Note that the interactive touch screatrimS[t] is
defined to be zero when there is no touch screenteie. the finger pressure is 0.

To reconstruct the interactive system at everg tatep, all we need to do is use the current vaflédt]:

1t = @O-A, [thI°%[t]+A, [t]1%i[t] i=0.N-1,j=0.M-1 (7-9)

Figure 7-5 shows several sample output images @f‘Blend” version of theMelody Easel Notice how the
interactive viewer can "wipe away" spatial sectiohshe video image to reveal another level undatmeWith the
alpha blending decay, a “trail” will follow the ganipant’s finger, gradually fading away. The effexvery soft and
continuous, due to this slowing fading trail asvaslthe rounding of the input stimulus aroundfthger as detailed
in Eq. 7-6.

Also, at each time step, we want to calculatessimate of how much of the top layer of video ipesed.

This can simply be done by an element summatiagheoflpha blending matrix:
N-1M-1

qt] = Z a[t]i,j (7'10)

i=0 j=
When this summation is greater than some pre-définastant, say:

U=N*M*g¢ (7-11)
where@is a percentage of the image “revealed”, we dgger an event. Thus when the viewer clears awaygm
of the top layer of the video, the system goes @tmnsition mode that fully brings the underlyirideo sequence
to the front while loading in the next video sequerirom the hard drive. At this point the old loweédeo level
becomes the top layer and the video sequencesttsi been loaded is the new bottom layer. Theaaimtrix is

reset to 0, showing only the top level.
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Figure 7-5. "Blend'Melody Easein use. The participant, with his finger, "wipesiay
the top video layer to reveal another sequencerardéh.

So with this interactive system, the represematd the user is in three parameters that formlizrga

vector of:
U[t] = (X[t] finger y[t] finger p[t] finger ) (7-12)

which, although very sparse, is what has been edahtough the interface technology, i.e. the taaieen.

7.5.4 Melody Easel #2 — Water Ripples

The secondMelody Easelises an interactive visual mapping in which thiewiscreen behaves like a small body of
water, reflecting the imagery of the video sequen®ehen the viewer moves his/her finger on theestiurface,
water ripples originate from the place of contatitloe screen and moves outwards towards the efiese waves
were not pre-rendered animations but rather usedhatial remapping techniques that are discussé€thapter 6.
As the viewer moves his/her finger across the taarhen, a rippling effect grows in accordance withmotions.

In order to achieve this effect, a physical-baseadel of a spring system was simulated within the
interactive environment. In a spring system, enasgyistributed along physical connections thapptrate a force
along the connections. In what is known as an daenped spring system, the conveyed energy decaystiove
due to friction. Thus the sum of energy that igribisted over the connection is less than the gnéngt was
received in. Conversely, under-damped spring systeonstantly accumulate energy, oscillating wildithough
almost all real world examples of spring systengs-athankfully - over-damped, a few architecturiahdters have

occurred when a construction actually is under-dainmder certain conditions such as harmonic resena
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Ideally it would have been most appropriate toehthe spring system work at the pixel level, withual
springs between each neighboring pixel. As onelpsxdisturbed by an impulse energy, the motion igadiate
outwards. However, due to the compute resourcesarad, it was required to abstract the problemtle Iiit more.
Rather than compute the spring system on a pixglisi level, a series of control points that foanvirtual grid
over the image was used. Each control point woalddnnected to its eight neighbors.

Let the matrixX represent all of the x components and matrirepresent all of thg components of the

spatial coordinates of the control points:

Xo0 Xo1 Xo2 = Xomea
X0 LT P (7-13)
X=| Xpo Xy Xpp e KXoy
| Xne-10 Xnp-in Xnp-12 e Xneamg
Yoo Yoa Yoo o Yom,a
yl,O yl,l yl,2 yLMC—l (7_14)
Y =] Y You Yoo e Yama
| Y10 N1 Y12 - Yng-amg—

whereN. andM. are the number of control point rows and columespectively.
These two matrices are functions of time in tlystem and their behavior is calculated throughsiheple
spring relationship:

X[ =X [t =10+ B* & [t 1] + 5% 0x [t =1 + B* &, [t ~1] + B* O, [t ~1] + (7-15)
B* dﬂ—1,j—1[t -1+ B* dq+1,j—1[t -4+ B* dﬁ-;jﬂ[t -1+ B* d§+1,j+1[t -1]
Ylth =y lt =1+ B* Oy, [t =1 + B* 0y, [t —1 + B* &y, [t =11 + B* ., [t -] + (7-16)
ﬁ* @i—lj—l[t _l] + ,B* @iﬂ,j—l[t _l] + ,B* d/i—l,jﬂ[t _l] + ﬁ* d/i+1,j+1[t _1]
where:
o ;[t] =% ;[t] = x ;0] (7-17)
% i[t] =y, ;[t] - i ] (7-18)

and x;[0] and y;;[0] are the initial spatial positions of the cormtpwint within the matrix. The constaft is the
forcing dampening coefficient. This equation cosplkee spatial relationships between neighboringrobpoints
over time. Of course, true physical systems woutllrave this time step delay, but in this caseillt serve as a
useful approximation. As one control point is dég@d from its initial starting point, or a point 06 potential
energy, it “pushes” or “pulls” the other controlipts accordingly.

The control points are associated with a particrtggion in the source image. As the points deiaim
their initial starting point, they need to stretehd distort the image correspondingly. We can hsse control
points to drive the parameters of an affine imagmdformation. All we must do is compute the affine
transformation parameters. So we know the origimtal coordinates of the control points and wenthe current

position. Thus, it is simple to compute the affirensformation matrix, as defined in Chapter 6. dwer, in this
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version of theMelody Easelthe computer was not fast enough to performtldransformation in real-time, due to
many other software tasks executing concurrentlg. ¥ged an approximate affine transformation whics w
compromise between the accuracy of the full trams&ion and the speed efficiency of a basic trdin
interpolator. If we perform this operation for edmiage region, we get a complete image warp thatheae a very
complex distortion.

This Melody Easekystem becomes interactive through the touch efiibwer, which provides the initial
control point displacement that brings the surfaicthe image to life. The touch screen interacthatrix is defined
here to give the control points their initial diapément.

S0,0 S0,1 S0,2 e SD M -1
S.LO S.Ll S.LZ S.LMC—l (7_19)

S=| S, S S v Sma

S\IC—LO 3\15—1,1 3\15—1,2 S\lc—lMc—l
where we define each element in this matrix acogigi given a user representationusf(x,y,p) that indicate the

andy coordinates of the touch event and the presstireasp:

A
D*V*( L J if V(=X +(j = ¥)* < p*dyg

Ji=%2+(j - y)? (7-20)

S,

0 otherwise

whereA/ is the decay rate of the disturbance, as defindghi 7-7 and/ is a scalar value to change the amplitude of
the impulse.
However, we need to convert this matrix into a péidisplacement matriceAX andAY, that describe the

displacement of a control point in terms of x ardingctions. This can be accomplished by the faltmuequations:

Ax =S * =X (7-21)
' (J=x%+(-y?
By, =5, *— iz-y' : (7-22)
(j=x7+(@-y)

which merely scale, bg;, the unit vector between the user’s finger and eaxtirol point. Control points far away
from the disturbance point are not affected. Thereefn order to integrate this interactive matritoithe system, we

need to, at each time step, add these displacemantes to the positions:

)ﬁ,j[t] = )ﬁ,j[t _1] +B* dﬂ,j—l[t _1] +IB*a)ﬁ,j+1[t _1] +:3* dﬁ—l,j[t _1] +:3* dﬁﬂ,j[t _1] + (7_23)
,B* dﬁ—].j—l[t _l] +/8* égﬁl_j—l[t _l] +/8* dg—l,jﬂ[t _l] +/8* d§+lj+1[t _1] +A)§,j[t]
yi,j[t] = yi,j[t _1] +B* @'i,j—l[t _1] +ﬂ*ayi,j+1[t _1] +B* @'i—l,j[t _1] +:3* 5yi+1,j[t _1] + (7_24)

B* d/i—l,j—l[t -1+ B* @Hl,j—l[t -1+ B* d/i—l,jﬂ[t -1+ pB* @i+1,j+1[t -1] +Ayi,j[t]
This set of equations define both the behaviordlthe interactive components of the "Water Rippelody Easel
Figure 7-6 shows several examples of the useraatieig with this version of th#elody Easel Notice how a

rippling distortion is formed on top of the videegsiences as the user moves his/her finger.
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Figure 7-6. "Water RippleMelody Easein operation. Wherever the participant pressesmter
wave emanates from his fingertips.

7.5.5 Melody Easel #3 — Tin

The secondMelody Easelbehaves as if the touchscreen area was a pieti@nofjauge tin that, when pressed,
“bends” and “creases” the underlying video imageriie viewer can deform the rigid video sequencés &
distorted and abstract collage of shape, textund, alor. This effect came to life, ironically empy through a
programming error while | was developiMglody Easelt2, proving once again that good results can ciora
bad engineering. The underlying software is sintiteMelody Ease#2 where there is a set of control points on an
image plane. However the concept was for the intadee made like “silly putty” streching out and mhesturning
back to its normal form automatically. Unlike theter ripple scenario, there was no need to creatnaected
spring system, simplifying the design somewhat.

However, we need to define a single spring folad will bring the control point back to its origover
time when no user force is applied on the touckestr Using thdelody Easek2 as a basis, let us modify Egs. 7-
23 and 7-24 to ignore the affects of the neighlgpiontrol points and add a force term for the ‘netto home”

behavior:
X i[th = x [t =10 = B* & [t 1] + &, [t] (7-25)
Yiltl =y lt =1 = B> dy [t —1] + Ay, j[t] (7-26)
Note the change of the sign and indices of thermkterm of both equations. The change of sign estduhe fact

that we want the force to be directemvards towards the control point’'s origin. Again, as duef, 3 is a spring

constant that determines how fast a control pdintikl return to its point of origin. During the éfzition, relatively
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small values of3 were used in order for the image to slowly rettoermormal. Through experimental aesthetical
testing, we found that too large value{3oflid not yield a very interesting result as thefate was unwarping itself
at a fast rate. When the image returned to norawlquickly, it was not possible to add more stretchn top of
each other. Given the slow return rate, very comped intricate distortions could be build up oviene by
multiple participants. Only when thielody Easelvas left alone for some time, would the imagenmetiompletely
back to normal.

The rest of the system design of elody Easek3 is the same as #2; the control points drivaffine
transformation that remaps the image accordingow the surface has been distorted. Since this ssrieed in
detail in the previous sub-section, it will notiepeated here.

The transition criterion was a simple derivatidrihe state of the control points. The visual cqtual idea
was that when a participant “crumpled” up the imag®ugh so that it was far beyond being recognézatbie
system would load in another video sequence seehgtiwhen the control points gradually returnheit origins, a
completely new image would unfold in front of theewer’s eyes! This was the reward for the partiotfsahard

effort to interact so vigorously with the environmeFigure 7-7 shows several images from the Melgdsel #3.

7.6 Gesture Walls

Another of the majoMind Forestcomponents are the fiv@esture Wallghat are grouped together into one corner
of the interactive lobby experience. As the namplies, theGesture Wallsare intended to provide an environment
which is sensitive to physical gestures on the pathe participant. In comparison with other exeeces in the
Mind Forest like theMelody Easelsthere are no objects that serve as points ofereée. This turned out to be both

an advantage and a liability. Since there are ih $angible objects, the environment is relativiebe from viewer

associations as there is little that is preseradtéd participant except for empty space.

Figure 7-7. "Tin"Melody Easeln operation. The participant "bends" the imagdase with his finger.
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Figure 7-8. Mechanical drawing of ti&esture Wall

Figure 7-8 shows a detailed mechanical drawing @esture Wall The artistic concept and design of the
physical structure was created by Ray Kinoshitaar&n Daniel, and Maggie Orth. Theesture Wallswere
designed as an open space in which the viewer doeddly move about and make physical gestures higther
whole body. These abstract gestures, which are nradbe free space, are mapped into sound and image
transformations in accordance to the motions. Thsical software was written by Kai-Yuh Hsiao thapped the
spatial information from the interface to amplitugéich, and instrumentation parameters of anotmasical work
by Tod Machover. The videography was conductedmr& Daniel, keeping in line with the “water” therof the
Melody Easels

Structurally speaking, thBesture Wallsre large, looming in front of the viewer. A trarsent material is
hung from the triangle frame, onto which the vid®agery is back-projected. Speakers are also sdsgen the air
producing the musical feedback into the environm@nt the floor directly in front of the screensaisopper metal
triangle on which the interactive viewer must staAtithe back end of this triangle is a “calibraticunit for the
interface, which is described later. Last, fourtprding “buds” at the ends of metal goosenecksbalted to the
frame structure, forming a rectangle between thever and the screen. These buds are the “Fish'fac devices

that are described shortly hereafter in sectioril7.6
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Figure 7-9. A woman interacting with one of Besture Walls

Each one of the fiv&esture Wallds independent from each other, allowing for fdiferent participants
to interact simultaneously. When standing away fritve collection of the installations, the non-papéatory
audience members receive a rich blending of musigabdy lines that overlap in thdind Forest One of the

Gesture Wallgs shown being used in Figure 7-9.

7.6.1 Technology

The Gesture Wals technological foundation is its use of the ftiish” sensors, which are described in more detalil
in Section 4-2. The viewer acts as the transmitsetiating RF energy through his/her entire bodye Tour “buds”
are the Fish receivers that integrate the transchighergy from the body in an inverse cubic refestigp. Thus the
part of the viewer’'s body that is closest to theereers, i.e. the hand, will dominate the statsstié few problems
occurred when the participants kept their handsecto their bodies, causing the readings to beebitmwvards the

center of body mass.

Company Model Number Equipment

IBM PC750 (2) Computers, 133MHz Pentium, 128 MbNRA
Fish sensor (1 transmitter triangle, 4nsmitter "buds”
and calibrator) developed at MIT Media Laboratory

Kurzweil K2500 Rack mount sampler, 64 Mb RAM, Fsijithard drive
Mackie 1202 12 channel audio mixer

Samson Servo 150 Studio amplifier, 75W stereo

KRK 100W speakers (2)

Table 7-2Gesture Walkquipment list.
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Figure 7-10Gesture Walbystem diagram.

Joe Paradiso developed the hardware requiredhfer application and there were a few application
challenges to resolve. First, the viewer’s transimés properties were a function of what type ofeslsoles were
between his or her body and the copper triangleod&n-heeled dress shoes would conduct the sigfiatetitly
than rubber-soled sneakers. Therefore, a calibbratiuit was developed to allow the participant tgister the
conductivity of his/her shoes. Before the vieweswadowed to perform on th@esture Wall he first had to place
his hand on the calibrator for a few seconds. Unfately, different sized - height and weight - pleowill produce
different results with the fish sensor, and thees wo easy way to properly calibrate each viewesifte during the
exhibition. It was decided that an averaged sizetsqn would serve as the calibration model for ¢hére
exhibition. This was clearly a compromise that adely affected the experience for the very shod &rge
viewers, however sufficed for the majority of peifiants.

The system components of tkeesture Wallsare outlined in Figure 7-10, consisting, excepttfee fish

sensors, of off-the-self Pentium computers (133MINHDI cards, sound synthesizers, and samplers.

7.6.2 Implementation

The software for theGesture Wallsuses a fundamentally different approach to imagasformation than the
Melody EaselsConsidering the qualities of interaction withsthwork - the free-formed motion of arms - suggested
a correspondingly different visual metaphor. | dedi to consider an image to be comprised of coltdtadt” that,
when in place, shows the original moving image.sTikimeant to be a playful re-interpretation of itinage as a
static data structure, where, normally, the reattargshape of a video is maintained. Rather thatmigaeach row-
and-column pixel remain fixed at its assigned spawordinate, they are allowed to move about theen in a well
defined behavior that is driven by the viewer’senactions. This, in my opinion, corresponded weithwthe
interface space and created a novel scenario, inhwthe viewer is brushing away these bits of mddast”

through the screen space. Again, we used the satimn rof multiple video sequences that form layeetow one
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another, with the viewer's “goal” to reveal as moéhhe underlying image as possible. Once thddwel is mostly
cleared away, the bottom level will rise to theface while another video sequence is loaded frarhtrd drive.

The interactions and behaviors of the differ@eisture Wallsare slightly different for each unit, however
the underlying structure is almost identical. Tiisntended to demonstrate the utility of a paraioally based
interactive environment, where the minute alteregiof basically the same systems will produce dsgnct cause-
and-effect relationships between the viewer andethéronment. Furthermore, as noted in the follgnvéections,
the behaviors that these autonomous particle agbots are also varied from one system to the oth@cknamed
eachGesture Wallaccording to the quality of behavior that | savthivi the system as it played out its set of very
localized rules. Each sub-section title contaisscitrresponding nickname. In my opinion, it would difficult to
achieve this diversity with a finite-state-machhesed interactive work.

For the exhibition, | developed three differentenactive visual software behaviors for the fidesture

Wall stations. Thus two of the stations doubled theesbehavior.

7.6.3 Gesture Wall #1 — Scatter

The visual concept for the firGesture Wallwas that the pixel elements that comprised theosichage were made
of dust that blew about the screen in reactiorm¢ogestures of the viewer. As the participant nmtossor her hand,

the dust elements which are spatially near the eitsshand are brushed along in the same direcsahe motion.

The more the person moves his/her hand, the maget gust is floating around the screen, creatinglstracted

image of the original. Gradually, the dust settlask down to its original configuration and thegaral image is

once again seen.

However, the challenge was to define a systempratuced the flowing characteristic fast enougheo
computed in real-time. Furthermore, it was impartaiat the visual environment autonomously re-asdednitself
so that all of the dust pixels weren't scatterefdtluéd screen. A simple compromise solution was bpes that
balanced between a particle system and a simpiegspystem. Each pixel is considered an indepenplerticle,
initialized to be at its “proper” place in the spatoordinates. Let us define two vectors thattaonthe x and the y

spatial coordinates of P image pixel particles:

X = (Xgs Xgs Xoy XgyeeresXpy) (7-27)

y= (y01 Y1 Yo y3,----ny_1) (7'28)
furthermore let us define the current velocitywbtvectors as well:

DX = (DX, A%, A%, DXy, DNXe ;) (7-29)

Ay = (8, Ay, AY,, LY, ... AYp_) (7-30)
With these velocity vectors, we can update theigpabordinates of each particle at each time step

X[t] = X[t =1] + Ax[t -1] (7-31)

y[t] = y[t —1] + Ay[t -1] (7-32)

which will force the image particles to fly alorgetdirection indicated in the two velocity vectdrsa frictionless

environment, the particle would forever travel imstdirection. However, in this work, this would amethat the
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image pixels would all fly off of the screen. So weed to define a “friction” force that impedes thadocity of a
particle. This is approximated by multiplying thelacity vector by a constant, valued between 0 &0, at each
time step:

AX[t] = B X[t -1] (7-33)

Ay[t] = By[t-1] (7-34)
wheref is a “friction constant” determining the rate bétslowdown. Therefore, every particle will gradyalow
down in the direction of its motion. However we ualike that the particle returns to its initialagle of origin,
therefore we need to define a “spring force” vethat pulls the particle back to its origin:

s, =x°-X (7-35)

s, =y°-y (7-36)
where the vectorg® andy® are the initial spatial coordinates of the pagsclSo if we combine this with Egs. 7-33
and 7-34, we get:

AX[t] = BX[t-1] +ys,[t-1] (7-37)

By[t] = Bylt-1]+ys,[t-1] (7-38)
wherey is a scalar value between 0.0 and 1.0 and repgee@namount of “pull” this virtual spring has. & higher
the constant, the “tighter” the spring, keepingphesl particle close to its origin.

However, so far, this illustrates a closed systenthere is no input from the interactive vieweeelding
the loosely-based physical model in mind, the usesonsidered as a force matrix that puts theséces into
motion according to his/her gestures. From the kgdrface, we get three degrees of spatial freedoy andz
(depth). We will represent the user as a three isio@al vector:

u=(u,,u,u,) (7-39)
From this vector we can determine the instantangelegity in time rather straightforwardly:

Au[t] = u[t] - u[t -1 (7-40)
We need to map this 3-space vector into a two dam@al space that acts as the forces against thgeiparticles.

This will provide additional forces against whidtetparticle will react and is notated as:

fxO,O f><O,l f><O,2 fxO,M -1
f><:I.,O f><:I.,l f><:I..2 fxl,M -1 (7_41)
Fo=| fo fyon froo o foma
L fo—LO fo—ll fo—lZ fo—lM -1
[ fy0,0 fyo,l fy0,2 fyO,M—l
foo T Ty e fama (7-42)
F,=| fy20 f 0 fo2 o floma
L ny—l,O ny—l,l ny—Lz ny—l,M -1
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These two matrices represent ih@ndy forces against a particle at a given €oordinate in the screen space. Since

we know thex andy locations of each of the particles, the force igoplo each particlp is:

X0 Yol = Ty o, (7-43)
SEMAES B (7-44)

which may appear to be complicated at first glabeg,is easy to implement in software. In plainrsy we need to
index the force matrices according to the curkesnidy location of the image particle. This will yieldetlorce
vector is assigned to the area of the screen wherparticle is located. In order to create thegassent of these

force matrices, we derive motion from the intenagtiiser vector:

A4, (- u,) ; 2 . (i 2
_— X7 —-u +(1—u <D -
N JG —u)? + (i —u,)? <D, ZON-L]=0.M-1 (7-45)
0.0 otherwise
u i -
O S u)P -y <Dy, (7-46)

fyi,j (-u)?+ (- Uy)2 i=0.N-1,j=0.M-1

0.0 otherwise

Here we use the value of the user’s hand to increase the amplitfdthe force. Furthermore, theis used to
provide a constant scaling. With these force assapts, pixels are "pushed” outwards from the pteEdbe user’'s
hand, inversely proportional to the distance offibat to the user’s han®....is the maximum distance over which
this force assignment operates, in order to lifmé humber of computations required. Sample foragove are
shown in Figure 7-11.

Now that we have the force matrix assignment cetepl, we can implement these forces into our partic
velocity updates. But first let us define a foreztor whose elements are the forces for a giveticfgaat its current

location, continuing the notation from Eqs. 7-48 ar44:
fx[t] :(fx[XO’yO’t]’ fx[xl'yl7t]1 fx[x2’y2’t]""’ fx[XP—l'yP—lit]) (7-47)
fylt] = (f, 1%, Yool T, 0%, Yoo tl £,0%, Yo, thees, £ [Xp0, Voo, t]) (7-48)

These two vectors, although with a tricky notatiomerely index the two force matrices on a partmeparticle

basis according to where the patrticle is at anptpaitime. This makes the next step easy, wheraddethis force

to the velocity update step:

Figure 7-11. Three force matrices used by the @arsiystem. The magnitude of the force is
inversely proportional by the distance from thenstius.
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AX[t] = Bx[t-1]+ys,[t-1]+af [t-1] (7-49)
Ay[t] = Bylt-1+ys, [t-1+af [t-1] (7-50)

wherea is used as a scalar multiplier to weight the fdrgaut. Therefore this particle system has fourcemual
components: momentum, friction, spring force, appliad forces. This set of system components pefad a very
rich set of behaviors in the graphical environméute that the presence and actions of the vieneiralirectly
encoded in thé andf, vectors.

The name “scatter” was chosen as the behaviothfginteractive environment exhibits reminded oha
group of gnats flying almost suspended in the\Winen one swats at the bugs, they scatter accotalitige direction
and strength of the arm gesture, due to air turfmeleHowever, if one does not continually flair birsher arm, the
gnats will regroup themselves, seemingly in theesptace as they were originally at.

This entire system is updated for every particleghie system and rendered to the output video huffe
placing the video image pixel at the particle’sreat location on the screen. Unfortunately, no iap&averaging”
was done where, if more than one particle is atsdmae location, multiple pixel values are mixedhwan even
weight. This would have required more computatiopaer than what was available at the time. Theegfo
whichever pixel is rendered last, covers up thewoflixels at that location. Since there are twogenplanes, the top
and lower level videos, the lower image is spatifiked — it is a normal video sequence - and readdrst into the
video output frame buffer. Then the particle sysiencomputed, updated, and rendered to the frarfferbdf a
particle does not cover up a particular area irstireen, it is possible for the user to see thetdevel. However, if
all the particles are at rest at their originsnthiee viewer sees only the top level video.

Figure 7-12 shows some screen captures ofGleisture Wall In these images, taken directly from the
computer's frame buffer, the particle system begina scattered state and re-assembles itself aket spring
forces that draw the particles back to its origstalrting point. In the first image, you can see ¢kcond video clip
"peering" through the gaps on the top video surfelcdortunately, as this output is highly animatstil] frames do

not quite portray a good impression of this effect.

7.6.4 Gesture Wall #2 — Sweep

The secondsesture Walkype is mathematically very similar to the “Scett&esture Wall In fact, it is identical
except that one component of the behavioral sysiteaguations is removed, which is the spring fdieg brings
the picture particles back to their origin. So ifieractive system is slightly simpler and if weisit Egs. 7-49 and
7-50 as defined above, we get:

AX[t] = B* X[t —1] + a *f [t 1] (7-51)

Aylt] = Bry[t -1 +a *f [t -1] (7-52)
Here only the momentum, friction, and applied faraee kept in the system. The rest of the mathemaiidentical
to Gesture Walk1 and therefore will not be repeated here.

What is interesting about this small change of &quoa is the profoundly different qualitative befanthe

system exhibits. Rather than the screen endingaimever ending flurry of image pixels that raceuad the screen,
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Figure 7-12. Sample output from the "Scat@g'sture Walks the particle system "re-assembles" itself

this Gesture Wallis much more calm. The name “sweep” was chosétvaas fitting to the particle's behavior - the
user brushes aside the image particles, as ifwleeg dust on the floor being pushed around by arbro

Since the only primary forces are stemming from tiser him/herself, the cause-and-effect relatipnsh
between the participant and the system is morelgityan in theGesture Wall#1. In the “scatter” system, the
spring force that caused the particles to retumnédnavere “invisible” to the viewer and, perhaps, imbtitive as the
particles exhibited autonomous behavior which watsralated to what the viewer was currently doMhile this
led to a more complex and dynamic environmentgai$ & slightly more abstract form of stimulus-resggon

In order to transition from one scene to the qther raising the lower video sequence to thetfrarsimple
function was used:

dit] = YOI = X%)7 + (v, [t] - ¥°5)° (7-53)
p=0

which merely sums up the distances of the partitle® their original initial places. When this diste metric is
greater than some threshold, the particles of dpeldyer are gradually moved off screen, leavirg ltack video
sequence in full view. The particles are resetamuther background layer is loaded in from the lkaine.

Figure 7-13 shows some examples of @esture Wall#2 software. Note that the top layer image isdsoli
initially. As the viewer, with his/her hand, "bresi away the top layer particles, the bottom imgeomes ever
more visible. When the bottom image is completatgavered, it is made to be the top layer, allowiogthe

viewer to "sweep" away this image to discover yeither video sequence, and so on.
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Figure 7-13. Six images from the "Sweé&pésture Walbutput

7.6.5 Gesture Wall #3 — Swarm

The “Swarm” Gesture Wall takes its name from the behavior it produces.eHbe pixels, rather than being
scattered or brushed away (repulsive behavior)attracted to the users motion. As the viewer mdissor her
hands, the picture elements that are close to e pf motion fly towards the user’s gestures. Wit motions
cease, the image particles gradually fly back ¢optace of their origins.

The mathematics of this behavior is also very lsimio Gesture Wall#1, but there are some notable

differences. The complete interactive system Isd#iined by these iterative equations:

X[t] = X[t =1] + AX[t —1] (7-54)
y[t] = y[t —1] + Ay[t -1] (7-55)
AX[t] = B* X[t —1] + y*s [t 1] + a *f [t —1] (7-56)
Ay[t] = Bry[t -1+ y*s[t -1 +a*f[t-1] (7-57)

The momentum, friction, and spring forces are #til same as iGesture Wall#1. The only difference is in the
assignment of the force matricds, andF,, and the relationship between the user interfack the cause-effect
mappings.

Let us return to the force matrix assignment adkfine the relationship between it and the uskerga
vector. In this system we need to bring the pasiciwardstowards the hand rather than outwards, as was done
previously. This can be accomplished by:
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AL D) =)+ (- u) <Dy,
Fai1 G-u)? + (@i -uy)?

0.0 otherwise

/luz(uy -1) \/(J - U><)2 +(i - uy)2 < D
fy i1 G- u)? + (G -u,)?

0.0 otherwise

i=0.N-1,j=0.M-1 (7-58)

i=0.N-1,j=0.M-1 (7-59)
which simply changes the sign of the force veabopdint inwards towards the user. Particles thatfarther away
from the hand are drawn in more slowly than pixdtsser to the user. The constaitand D,.. serve the same
function as defined in Eqgs. 7-45 and 7-46 howewsrdnnot be set to the same values. Likewise thsitian
criteria is merely inverted: when the sum of thstalice of the particles relative to the user's Hafigl below a
threshold, the top video sequences complete celtapsd the back video sequence becomes the top one.

Once again, this demonstrates the vast utilityusihg parametric systems rather than state spaces f
interactive environments. Here we only need to gbahe sign of one of the continuous parametetseofystem in
order to get a radically different qualitative beioa of the entire environment. From the same dquatthat gave
an impression of a group of gnats we now get a @sgion of a swarm of predators that descend up®migbr’'s
hands, all with a simple sign change!

Figure 7-14 shows six images from the Gesture Walbutput. When the viewer makes hand motions, all
of the particles "swarm" to the location where I/ hand is. The particles will continue to follamy hand
gestures that the participant may make, strealkéngsa the screen to catch up with the viewer. Wherparticipant

stops making motions, the particles are gradualiiéd" back to their starting place to wait foe thext motion that

is sensed, causing the particles to "swarm" onaeagwards the viewer's hand.

Figure 7-14. Six frames from the "Swar@ésture Walbutput..
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Chapter

8 Improvements to the Gesture Walls

This chapter reviews the design and implementatiothe Gesture Wallenvironment as it was developed for the
Lincoln Center premiere in July 1996. Since thenipg of The Brain Operaseveral fundamental modifications
have been made to this interactive environmentdeoto address a few issues that arose while ddmtkrving the
audience’s participation and receiving feedbacknfemlleagues.

This iterative design approach is typical for congp based interactive art. Often one premiereik,w
receives feedback and suggestions, updates thgndasd implementation, demonstrates the new wadeives
further feedback, etc. As this field is relativelgw, it is difficult to get it “right” the first the. With each design
iteration, it is possible to correct weak areaghef experience based on the reactions of the awslieSince the
development cycle for interactive environments setal be long, the artist/engineer often looses ativjéy in
regard to the experience. By revisiting older desigfter some separation from the development ciledeartist can
approach the work again with freshness and newrvigarthermore, as the technology improves andgigigher

performance systems, the artist/engineer revisisravork in order to take advantage of the newsjiigies.

8.1 Problem Identification

After talking with bothBrain Operaaudience members and fellow interactive systengnaramers, several key
criticisms of theGesture Walkepetitively arose. While, on the whole, everyemgoyed the system in the Lincoln
Center version of the environment, many believed #uditional improvements could be developed asted. In
general, th&esture Walpresented the familiar problem of how to instrp@tticipants on how to use the system.
To me, the largest problem with tBesture Walktems from the literal spatial mapping of the ipgrant’s

hand to the visual processing “effect.” Normally, face of such a general and wide public, directseaeffect
mappings are appropriate in order to make the ilegnorocess accessible to those not familiar witkractive art.
However, although the mathematical systems perfdrthés one-to-one relationship, there were sensimgprs”
with the Fish input. Due to the compromise of netfprming a “full” calibration of the participant.¢. we only
accounted to variances in shoe conductivity andvagations of body size and height), the data ¢pgjenerated at
the input section was not a reliable descriptiorihef hand of the user. Furthermore, as the Fishoseneasures
merely the center of mass of the body as an inviersgion of distance, when the participant did rezich forward
with his/her hands, the measurements were biasedgdy towards the center of his/her torso. Itrigportant to
realize that these errors were not a result ofseiband thus could not be simply filtered away. Sehband position
estimates were the result of a clean signal thataewarelated to several unknown variables. Thekaawn factors
were due to a lack of sufficient knowledge conaggrthe viewer, i.e. is the person reaching propeuly how tall is
he/she, how heavy, etc.? In order to derive aceusahsing of the viewers, we would have neededtiaddli

sensing information that was not available.
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The net effect of these sensing issues was umi@tely perpetuated through the entire interactixgesn.
Thus this forms a useful example for the depend@fi@ach sub-system on the previous section withisimodel
of interactivity. Although all of the hardware démement, input software, mapping functions, andpatit
reconstruction were flawless, the system did ne¢ ¢ine appropriate correspondence between the veereal hand
and the environments "virtual hand.” When standmdront of a large video projection which was, papedly,
under the control of one’s hand, it became immetlisapparent that the real and the virtual didmatch up. The
design choice in this case, on my part, to litgraflap spatial positions from the physical worldoirthe virtual
world was a poor decision. The reason why thisoisam example of a rich and varied experience abse the
tension between both extremes, a literal mappingugea more abstract one, weret under the control of the
system. The almost constant denial of a harmomoagsping was due to insufficient sensing data; foegeit was
wrong to allude to a one-to-one mapping when it,f@sthe most part, impossible to achieve. Thetsmh, which
will be introduced in Section 8-3, was to not allutb such a precision of control and to furthertraos the
representation of the user from a literal into aerttazy format.

Another problem stemmed from the reconstructiosigie choice, when, as described in Chapter 7, we
opted for a modified particle system with a numbkvirtual forces some of which were derived frame viewer’'s
motion while others were internal to the physicasdésd model. The desired effects of a swarming laadirig set of
pixel particles that flew apart and recombined wese achieved due to the complexity of the visuatpat. While
the visual effect looked impressive on the develepihhtomputers' monitors, the LCD projection scretbas were
used in the exhibitions were not capable of givénigright image with enough contrast, due to amtight in the
Mind Forest Thus the video effect just looked very fuzzy amat at all clear to the participant. Considering th
complexity of the abstract form of interaction erfr hand motions to virtual particle forces — a velgar and crisp
visual output would have been required. As the mment for theBrain Operahad already been fixed, we could not
simply buy brighter and higher-quality LCD videoopactors, so | decided to fix the interactive viseavironment
instead.

Another subjective criticism that | found was th@ visual environment did not “fit” the interaai music
environment for the sant@esture WallsThe Tod Machover composition encouraged, in nigiop, the viewers to
make bold, strong motions with their hands wheast fancountering the experience. Gradually, aftey ithitial
visceral exploration, the viewers would slow dovireit motions to investigate the more subtle nuarafethe
interactive music. However, with the current softevéor the visual response, such initially strongtions seemed
to confuse people as the video projection wouldtrbasformed into a crazy flying set of image pixalghile
observing several unbiased audience members tréésture Wallit was my desire to take a new approach that

had the same rewards as the music section.
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Figure 8-1. Overhead view of a portion théeractive Mind Foreslayout. The five
Gesture Walktations are marked in the upper left corner.

One additional goal was to make the responsivenieibe Gesture Walls bit quicker. The original design
produced images at about 7 FPS which is a littlehenslow side. | had hoped to yield frame rateatiteast the

double digits, in order to keep the visual expargeas smooth as possible.

8.2 Opportunities for Community

These three main points of contention with tBesture Walldesign and implements all apply to a single user
environment. However, th@esture Wallshave a wonderful physical structure devoted te éhxperience with the
projection screens, each for oBesture Walkystem, forming a nice, nearly smooth surfacethéumore, the five
stations form an almost continuous circle that \sralb the way along. Figure 8-1 shows an structavarview of
the layout of théBrain Opera with the fiveGesture Walktations to the left.

Such a nice structural layout appears to be a &dpm for experimentation of shared, multi-user
environments. As described in Chapter 5, these marfenteractivity can easily be geared towarddatmrative
environments. Here everyone would receive a comexperience that is not only based on the compualio
cause-effect mappings between the single usertenslystem, but rather is a function of how everyisneteracting
as a community. Since the projection screens ageetl next to one another, it also presents theorppity to
create a larger virtual “screen” that bridges there section. In this way, one viewer can see wisther neighbor
is doing, on the periphery, while continuing witis/her local interactions.

Therefore, this chapter will introduce a new agioto theGesture Wallsn which the environment is a
collaborative and distributive interactive instéitta that uses the entire set of five interactitetisns in order to
visualize the collective body of people. In additid wished the group interactions to be additiveature, meaning

that whatever contribution one participant wouldkemaould be reinforced or destroyed by others.
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8.3 New Gesture Wall Design

A new design has been implemented as part of ltaisis research which attempts to address the atmwaerns
using the general framework that has been outlin¢kdis document. In general, the new design gaadgo provide
for a multi-user distributed environment that usee overarching system for the control and cootitinaof all
individual stations. This is to say that each & five Gesture Wallstations runs the exact same program with the
same interactive mappings. However, they all sbaredata set and are part of one thematic idedsvégualized
through their interactions.

The visual idea is to link the continuous quatifya particle flow with theGesture Walk even structural
design, creating a single unifying visual outputthridges each of the individual stations. Thidipie system is
different than that which is described in Chapten Two ways. First, there was no attempt at givéngarticle an
“initial” or “home” spatial location on the screeBecond, there is no video sequence running bugrdihe particles
are given a color assignment that is detailed below

Only the interactive graphics system has been fieodin this revision. There were no changes to the

interactive musical system.

8.3.1 Use of Fish sensors

The fundamental problem, in my opinion, with thenddln CenterGesture Wallimplementation was the
information that was obtained from the Fish inperisors. For several reasons, it was not possilibkéothe data at
face value, as there were many additional useabks, e.g. viewer’'s body size and height, thasedwnwanted
distortions of the data (as discussed in Sectiéh & two viewers, A and B, pointed to the exa&tre region on the
screen, the input data from A and B could be ext¢tgrdifferent. It was not a valid assumption that @ould take
absolute (x,y,z) information from the Fish sensor.
| decided that since absolute information may bene to error, it might be wiser to use differehtia

information. A person moving his/her hand to thié veould still always cause the corresponding xueafrom the
Fish sensor to decrease, so the sign of the differés correct regardless of whether the amplifattemation is
true. However, it was still difficult to work in pure relative coordinate system, as the visuateftftimately had to
be rendered in some absolute screen coordinatensysigain, the same problemwhereto apply the visual output
was considered. As described in the following sedtien, it was necessary to continue to use sonselate

measurement of the user's hand within the Fishfade.

8.3.2 User Representations

In this updated version of the installation, we lwte make the representation of the interactivdigpant more

robust. | have decided upon two major forms of us@resentation: a slowly adapting region vectat arlocal
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temporal differential vector. Let us consider thtule vector that is arriving from the Fish senaera discretely

sampled signal:

uft] = (qt], yit], 4t]) (8-1)
If we define another vector to represent positibthe user’s hand in an iterative manner:
I[t] = L.0- /)I[t -1] + B ult] (8-2)

wheref is an integration constant between 0.0 and 1B.idfset to a value close to 1.0, then vettaill be quick
to react to changes at the Fish input. Howevep, ig set to a low value closer to 0.0, this vectdt move very
slowly, making it very robust against both Fishggoand quick jittery hand motion.

Second, we would like the interactive controltoé £nvironment to be based on differential calauhat of
the Fish sensor. Therefore at each time calculate:

uft] = u[t] - u[t -1 (8-3)

which is simply the subtraction of each Fish lomatestimates. This will yield a relative motion t@cthat has both
direction and amplitude.

As we would like to correlate the motions of tletjles to the motions of the hand, we need tindefvo
force matrices just as in Chapter 7, describingftinees projected onto the x and y axis. Theseicestrepresent
virtual forces that are applied to the free flogtiparticles at every time step. In order to male fibrce matrix

assignment, we take a slightly different approagte then previously done:

Au,u, \/( | )2+(. | )2<D
— Ik = max . 8-4
fxi,j = \/(J —1)2+( —|y)2 : Y i=0..N-1,j=0.M-1 (8-4)
0.0 otherwise
Au,u : -
y > JG =12+ =1,)? <D (8-5)

—h
1

i \/(j —L)?+ (i -, i=0.N-1,j=0.M-1
0.0

otherwise
These equations are used to define a force nfafixandF,[t] for every time step. However, in order to smootit
the interactive graphical environment, this forcatm is averaged in with it's previous value:

L [t] =y, [t-1],F,) (8-6)

[t =p@,[t-1,F) (8-7)
The non-linear function namegd ) is to make sure that there’s at least a mininalsolute value for each force
value, otherwise there is no change:

10-a)p+aof  |f|z¢ (8-8)
@ otherwise

V(¢,f)={

wherea is an integration constant that regulates howldyithe force will adapt to the new valugis a constant
which is the minimum value the new force must berder to be averaged in. This is to prevent threefanatrix
from going to zero when no interactive forces amd applied by the participant.

Taken together these equations create the for¢ecemthat are applied to the participle systeettirsy

them into motion. If a viewer placed his hand ataaticular point in thex, y) image plane and made some hand
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motions, the "trace" of this gesture would be ceguinto the force matrices, averaged in with &lkre other
motions that were previously performed in this aoésspace. All forces are retained in the systeril wther
motions are made, due to the above non-linear mimrthreshold function. This had the correspondifigce of
leaving a "ghost" of the gesture in the systemlwatntrary motions were made. Should the partidighsengage

from the environment, the system would still nelveléss continue to present this gestural tracerdéore

8.3.3 Reconstruction

The challenge of the updatéglesture Wallwas in the creation of a continuous visual outpuliere the visual
reconstruction of the interactive environment sritbuted over the entire set of five stations. Wkte computation
was performed on each of the machines independeantiyust appear to the viewer that the en@esture Wall
environment is smooth and continuous. The behawbrhe graphical particles must scale well ovéroélthe

stations, allowing the audience to stand back fileenenvironment and take in the dense set of ictigeatraces that
were developing. Furthermore, the qualities of teonstruction should be in correspondence withttieenatic

style of the new work.

| decided that the particle system should “bridgath of the individual systems, in order to makeath
bands of colorful streams. When the image matéloated “off screen” on one station, it would appatthe other
side of its neighbor’s screen to continue on itafiing journey. The same visual material would bared by
everyone, with each individual providing the vitté@rces that push the particles along. If oneipgu@ant makes left
to right motions, all of the image particles wile,beventually, pushed off screen and into his/lght+and
neighbor’s environment. This neighbor can “commati#se particles as he/she wishes, either reimigittie left to
right floating with similar hand motions or evemt@dicting the other person’s efforts by makingtcary motions.

The meta-behavior, i.e. "cooperative" or "destuglt of the interactive community would revealeifs
through the resulting interplay between each ofitigividuals at the stations. For example, if oretigipant was
making concerted hand motions from left-to-rightsiping the image particles off to his/her right dhareighbor
who was making contrary right-to-left motions, ttesulting particle flow behavior would bounce bauid forth
between the two stations. This discord of intev@ctiestures is made saliently apparent to the aceliemmembers
who were standing back a little, observing thecaxtiof the two participants.

In order to accomplish these goals, the local aetaork was used to connect neighborgsture Wall
stations, using TCP/IP software sockets in ordecrgmte communication links. Figure 8-2 shows tkévork
topology of theGesture Wallnetwork. When the software starts, it tries tormarn with the IP address of its right-
hand neighbor and waits for a connection from #fe-Hand side. The right and left communication roteds
operate over different socket ports, making théven®e protocol very simple. All that is necessayta read and
write the internal data structures to the socket, @s no other communication protocol is neededth€rmore, as
the particle data structure is relatively smallmeoounication latency and bandwidth considerationsewmot a

problem.
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Figure 8-2. Network topology of theesture WallsEach computer is connected to a
centralized hub, linking each station to one anotAeRS-232 serial connection is used
for communication between the sound and graphistesys.

When a particle floats off the screen, a four-disienal particle description vector is transmittecthe
neighbor. This vector consists of the particle’sipon and velocity at the point when it left thereen. The
neighboring station, upon receiving the particlgdsathis new particle to its internal list of pelgis that it manages
and visualizes. Since the position and velocityotinfation is transmitted between neighboring machirtbe
particle’s apparent motion is smooth and continudibhe newly transferred particle is now subjecthi® interactive
forces that are made by the neighboring participaither to be reinforced along its current pathdiverted in
another direction.

The particle system's update, render, and trangfmrations are performed at every frame. The
mathematical implementation of this new upddBmbture Walis the same as that which is discussed in Chapter
Again, through relatively small alterations in tiieractive system, large behavioral changes caobserved. In
the modifiedGesture Wallsall that was altered was the removal of the gpfamces in the reconstruction model and
the addition of a transmission operation. This &ant to be a strong argument for this thesis' megonodel of
interaction, whereby a significantly different enser experience can be formulated through subttépukations of
the systems.

Six output images of the modified system are showigure 8-3. As the implementation was performed
outside ofThe Brain Operaas a separate thesis project, the software wasvithm a different environment. The
images illustrate three main components of theesysT he first column of images shows the partildes/fover a set
of three computer monitors. As made tangible thihotlng photos, the transmission of image partiodesss the data
network between machines allows for a continuousichortexture band" of image material that spreagsr o

multiple computers. The photos in the second colarermedium close-ups of adjacent monitors, showtiag
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Figure 8-3. Six images from the particle systenpaut

continuity of image material over the computerseTast column is a set of close-ups that represiatsfine
"micro-textures" that the system is capable of poiayg.

As clearly demonstrated in this figure, the maatifiGesture Wall system invites the viewer to apghdhe
work at a number of scales - from a macroscopicwew® of the overwhelming particle "formations” ttee small
details of floating colorful material. This is imged to elicit a series of subsequent inspectionthe part of the
audience, as first they would receive a macrosceipiwv of the environment, be entranced in by theatim image
flow. After watching passive the environment, eauflividual would be drawn towards trying out theeiractive

stations him/herself in order to concentrate omtiroscopic details.

8.3.4 New Color Mappings

As one of the problems with the initial design bé Gesture Wallwas with the poor image contrast by the LCD
projector onto the translucent material, strongénary colors was used in the modification. As faticles were
rendered onto a black background, the foregrounidreowere much easier to distinguish. Second, &s th
environment no longer used video sequences asniigery, there was no need on the part of the viégavbave an
concrete cinematic experience, i.e. there are deovsequences playing on the screen. This allowedonuse a
more abstract color representation.

The color “temperature” of a particle was directifoportional to its velocity. This borrowed itslao
metaphor from the notion of a moving body heatipgaacording to its speed. Slow particles used déep colors
while faster moving particles tended to red coldiise fastest particles were given white-ish colgrifhis simple

mapping of velocity to color is relatively consistavith people's expectations and is hoped to hative.
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8.4 Inter-user interactions

Although the individual participant has direct amhtover his/her immediate environment in the Gestwall
station, they are contributing to an overall pdetistream that bridges all of the participants thge With the
simple visual concept of a particle system, théomobf a stream that flows, either lazily or ragidthrough the
entire group makes for a sense of community.

How that community operates together as a whoteade tangible when an audience member steps back
and observes the entif@esture Wallenvironment. The presence of the interactive gigents is revealed through
the behavior of this particle stream, while the ligpaof the flow indicates how the viewer interadtevith the
system. If the individual participants were “coggtére”, in the sense that they all made similarioropatterns, the
particle system will gradually evolve into a vergrimonious stream that circulates eternally througtioe set of
Gesture Walls. Should some patrticipants be “uncagjve”, making motions that are contrary to théestive flow
of particles, the outside observer will see a stesticeam of particles that are destroyed when iagdhe disruptive
force matrix.

Furthermore, as the system ‘“retains” the forcerimatntil the next participant uses the statione t
shadows of each of the participating viewers renmadefinitely. This contrasts with many other irgtetive works in
which the system is either static when no partitiga present or resets itself when the next viegreggages the
work. As the force matrix, in its mathematical défon, continually averages in new gesture infaiorawith old
data, the flow of particles does not merely repmesgbe interactions of a single participant, butais evolving
layering of gestural contributions. Such an averggnathematical system also contrasts with othemgoof
contributive interactive works in that there isaiear remnant of the original, only continual trammation.

Lastly the inter-person interactions are significat a number of scales. When an individual isgishe
interactive environment, he is receiving a subyectiiew into a global state. This is to say thatitidividual, when
engaging the system, looses all sense of objectddtause she is operating at a much more lochd. skhough
the Gesture Wall environment is a continuous flgvsurface, one can either be a subjective conorbot an
objective observer, but not both at the same tinis.a little like viewing large format traditiohartworks, where
either one can look close at the details, but moable to view the entire work, or stand far abtckeceive an
overview of the work, losing perception of smaltails. This duality of engagement — an active eegaent in the
interactivity or the passive engagement of obs@mat brings the viewer into one or the other rdleis is pleasing
to me as, according to some of the theoreticaludisions in Chapter 1, the interactive participdiduséd not be

given complete control over the environment.
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Chapter

9 Evaluation, Future Directions, and Conclusion

This chapter serves as a brief review of the theonplementation, and test cases of this proposedemof
interactive art. To reiterate the obvious, it sldoleé said that the model detailed in this thesisnly one possible
approach to creating computer based interactivevoaks. There has been a wide assortment of suctessf
interactive works over the past decade - many d€hvare described in Chapter 2 - that do not usentiodel at all.
Furthermore, success or failure in this field ifficlilt to ascertain, due to the highly subjectimature of art.
However, | wish to take this opportunity to deserfimrticipants' reactions to the test cases.

To review the goal of the thesis, | have attempi®ccreate a parameter-based model of interactive
environments. These environments are most apptepioa the communication of abstract, non-narrathematic
content related to an exposition of process. Arpsitpn of process is defined by the qualities @oaputational
system that presents a continual unfolding of asthegical experience to the viewer. Overall, thstewy is more
concerned with a communication of qualities of lgeirather than a literal portrayal of thematic ewnt This is to
allow the viewer to subjectively experience theismnment, rather than keeping him/her at an objediiistance.

The system model is broken into three major corepts) each with a formal set of mathematical
representations and operations. The first sectistracts the presence of the viewer into a useeseptation that is
called the salient vector. The salient vector isnalti-dimensional, continuous parameter vector, seh@xact
semantic definition is the task of the artist/elegin The salient vector attempts to describe thst significant
components of the physical world in which the viewgists. Possible salient vector parameters, ggested in
Chapter 4, include optical flow, visual color amdture, and non-intrusive sensing devices suchagish sensor.
This salient vector is all that the interactive ieomment knows about the viewer and, thereforis, dritical that the
correctqualities are derived. Of course, "correct” isimed by the particular piece that is to be developed must
be decided on at the beginning of the project agraknt.

The next system component is the transmissionhisf salient representation of the local interactive
environment to one or more remotely located envitents. Furthermore, salient vectors are receivenh fihese
remote stations and mathematically included wita tbcal user representation. Depending on the nurobe
connected users, an interactive community can dpvgbontaneously where each individual is not amtlgracting
with the local content but with the shadows of dltigers.

Finally, the salient vector, now including any @ely connected viewers, is fed into a reconstouncti
model that presents an “output” to the local vievighis creates a feedback to the actions of thieatole group of
participants, illustrating the cause-effect relasbips between the local viewer, the remotely cotateparticipants,
the input-to-output parameter mappings, and thal fiacontextualization of the digital system inbe treal-world.
Several examples of reconstruction styles wereepited in Chapter 6, including both synthetic corepgtraphics,

image processing, and tangible/ambient output.
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9.1 Forum for Evaluation of Test Cases

This model was applied to several test cases ithigsis project in order to evaluate the validityhe proposal.
These works were made part of Tod Machov@hg Brain Opergoroject as interactive stations within thénd
Forest A total of eight systems were developed for ihelody Easels and Gesture Walls, undergoing several
revisions throughout the development and exhibitieriod. | developed the interactive graphical eyst under the
guidance of Sharon Daniel, visual direct of thererBrain Opera

These interactive environments have been preseitéde different venues to date as of August, 7t99
Lincoln Center (NYC), Ars Electronica (Linz, Aust)i The Electronic Cafe International (Copenhad@mmmark),
the Yebisu Garden Center (Tokyo, Japan), and theiK€enter (West Palm Beach). It is most likelgittiheBrain
Operawill find a permanent home in a museum within tlext few years so that audiences will be able tdinae
to enjoy the unique experience that is offered.sTlioese test cases have reached and will cortimgach a large
public, providing a good benchmark for evaluatihg success or failures of my work.

Overall, the public and critical response The Brain Operahas been very positive. It is the largest
interactive work to date with over 50 interactitat®ns, offering many diverse types of experientteas proven
to be reasonably robust enough to take on suchrll waur without any major mechanical or technipabblems.
This is a credit that everyone on fBein Operateam deserves. Without a doubt, this work wilhgtaut in history
as one of the pioneering examples of large-scadgdntive art and entertainment. | hope that oslueh efforts in

large-scale exhibits will continue in the futurefoy colleagues at the MIT Media Lab and elsewhere.

9.2 Evaluation of the Melody Easels

The Melody Easelsin my opinion, were the most successful of tret tases for many important reasons. Overall
there was a nice consistency between all of th@mw@mponents of the installation, creating a niematic arch
that covered the entire experience. First, theciral physical design of the Easels was bothimyiand charming,
looking like three suspended cauldrons that coalkketbeen from the MacBeth Witch Scene. Secondly,Dasiel
choice of murky, watery imagery reinforced this ttles full of water” association. Third, the choioé a touch
screen as an interface device was appropriateeagdtvers could sit on a chair, gaze downwardbeatrhages, and
rub their fingers against the screen. In additittle musical system that was created independenty w
correspondingly soft in approach, nicely fittingtlbéhe imagery and the visual effect.

The last reason for success, which concerns thigpoged interactive model, is the mathematical
mechanisms that were programmed to map touch tgseem response. Since the viewers were engaging the
installation with their fingers, it was importart be consistent with this scenario for the intévactisuals.
Therefore, we chose the three different visualesyst- one for each of the three Easels - to bedbaseé'water
ripples”, “bending tin”, and “rubbing away” visualetaphors. This exposition of process, i.e. wat@ves reacting
to touch, kept the consistency between the manherteraction — using one’s finger — and the visse¢nario on
which the software was modeled.
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With this success, | with to reinforce the impada of consistency between all components of an
interactive installation: from the physical struetuto the choice of interface technologies, togghgsical references
contained within the interaction (e.g. the fingeg),the system reconstruction models. In other wotide system
behaved in a manner that was consistent with tpeaations of the interactive viewer. There watelito “learn”
as the interface was relatively intuitive. It wast nmportant that the audience could “reverse eswyih the
interactive system, i.e. say “oh, that’s a watevavsimulation that is based on a grid of sprinkat.t..” All that was
important was that there existed a basic fulfillinehtheir interface expectations. This conclusi®ronfirmed by
the duration of time with which the audience pgpaots would spend experimenting with thielody Easels
Although, as mentioned in Chapter 7, the individihd Forest stations were designed with a 3-5 einu
experience in mind, it was not uncommon for margwérs to spend up to 10 minutes at one of the &a&slthe
interactivity was calm and soothing, an audiencenbresr would almost meditatively run their fingersrad the
touch screen surface.

If there were to be some criticisms of the systédmey would be very minor, in my opinion. As each
computer for thévlelody Easehad to run both the image processing and sounerggon software, the frame rate -
approximately 7 frames per second - was a littteslmwer than | would have preferred. Second, th® Eouch
screen, although pressure sensitive, required &@mam amount of force before any touch informatioowd be
produced, due to the normal "information kiosk"eyapplication that these screens are designed ffiis. created
some situations where the audience member woulgd hgitly rub the screen surface, at which poirg 8LO
would not sense this action, failing to produce apynd or image response. In addition, using stymegsure
against the touch screen surface quickly tireditigeer, making long and forceful explorations o tlelody Easels
somewhat exhaustive.

However, both of these complaints are mainly du¢he available technology and not to the intevacti
application. Hopefully, should another round of ipguent donations or purchases occur forBinein Opera these
problems could be alleviated.

9.3 Evaluation of the Modified Gesture Walls

Since the modifiedsesture Wallsas described in Chapter 8, were developed indkpely of the Brain Opera as
part of this thesis project, they have not yet bieeorporated into th&lind Forestat the time of this writing. It is
hoped that during the next leg ®he Brain Operaworld tour, they will become a permanent additionthe
production and exposed to a wider test audience.
However, it is possible to comment from my subjecevaluation as an initial starting point. SeVvédey
goals were met in this development;
 The frame rate was sped up from 7 frames per setmrapproximately 22 frames per second (on a
200MHz Pentium Pro), creating a much smoother Visu#put than was experienced with the Lincoln
CenterGesture Walls
» The work took advantage of the local area netwbit tinked each of the computers within tkikénd

Forest although using only connections between eachefive Gesture Walktations.
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e The use of a more robust estimation of the datenftbe Fish sensors made the system less prone to
sporadic errors, smoothing out the system's uraleatsig of the hand motions.

* The visual output was continuous over the enfesture Wallsection, successfully transmitting and
receiving particle data as they left the boundasfesach station.

» The total effect of the particle forces was accuativé, allowing for multiple people to build upohet

results of the previous participant.

However, there still remain a few issues that weresufficiently addressed:
» The use of the Fish sensor is still not fully cediied to each individual user, causing sensing®irased
on variations in the viewer's height and weight.
» The body geometry of the viewer is still not prdpenodeled, as when the participant does not fidhch
out with their hand, the sensor data is still bibevards the center of the torso.
* These two above issues still produced sometimaslkadf spatial correlation between the placemerthef

hand and the region of the visual effect.

Some possible unimplemented solutions to thesesssould be to:

« Augment the Fish sensor input with other sensasdbuld better describe how tall/large a viewer is

» Provide visual feedback in the video output, sustadghostly" graphical hand, that would continlpus
illustrate where the system believes the vieweatslho be.

* Use completely relative measurements, thereby doailh spatial information, which would cause other
significant problems in the cause-effect relatiogpshn the reconstruction section, ivehere would the
graphics be affected?

* Fully calibrate each user by embedding the calimastage into a "story" that would force each per®
place their hands at given locations. The systemidcthen take the Fish measurements at each known
point and build a transformation matrix that woldétter map the raw Fish sensor data xgy,%)
coordinates.

» Constrain how viewers can stand in front of @esture Wall The Sensor Chair is more successful in the
Fish measurements because the performer's bodyoisrka priori, relatively fixed, and encourages the

performer to reach outwards from the chair.

However, this last set of problem and possibletsmis is more related to the input sensing tectmothan to the
general model of interactivity that is proposedidesreinforce the statement that it is important {haiper care be
taken when implementing the data abstraction stétjee thesis model. False user representatidmeabeginning of

the system pipeline will generally cause large faois throughout the interactive environment.

9.4 Evaluation of Other Interactive Works Based on Modé

Two other interactive works of mine, developed mgsof the M.I.T. Media Lab and not included inghhesis

document, use a similar approach to system desidmnaplementation. An interactive installatiaffjnds that Wash

106



the Sea41995), uses a continuous user representatiohsoofangible interfaces. The first device measuvhsre
and how hard a participant is blowing on a compuatenitor surface. The second interface measuresweter is
being stirred in a bathtub. This user representdtionishes control parameters to both an imagewad an alpha-
blend algorithm, both calculated in real-time (205} on a high-end Pentium computer system. Thi& Was been
shown at both the MultiMediale 4 (Karlsruhe, Germigoril 1995) and at the ARTEC'97 (Nagoya, Japanelu
1997), reaching approximately fifty thousand audeemembers. Furthermore, it was awarded the GreardRard
at the ARTEC’97 competition.

A second workWhat Will Remain of Thesgq2996), uses a distributed particle system, simtitathat
which was proposed in Chapter 8. However, the tegmesentation is derived from a real-time optftal analysis
of how people move naturally through an architeadtgpace. The motions of the particle system atpled with
the natural ebb-and-flow of the real people, expigithe emergent patterns that occur in normal Rather than
the participant explicitly operating the interaetienvironment, the computational system is conlgtamhtching
these motions, “learning” how people are movingaasollective whole, and then reconstructing thesees as
virtual winds that drive the colorful dust partigleThis work has been shown at the WRO97 MediaBéehnale
(Wroclaw, Poland, April 1997) and also at ARTEC'This piece has been very successful, relativebaking, and
has been invited to be shown at the Ars ElectrodicéLinz, Austria, September 1997), World Wide &tidFestival
(Amsterdam, Holland, September 1997), and ISEACRi¢ago, U.S.A., September 1997).

9.5 Future Directions

Of course, a system model is never complete amghés to further investigation and exploration. Alilgh | am
confident that | have proposed a general modehtgfractivity that is capable of providing for engagforms of
non-narrative, abstract expression, clearly therstill much research and development work lefbeéoperformed.
As | strive to provide a mathematically well-defiheystem, the focus of any additional developmerthis area
would be to explore the process of spatial tramséions. While it is difficult to provide models nfeaning a task
more appropriate for philosophers and theoristslieve that continued development in creating deslbetween
the communication of meaning and the underlying maimications systems will be fruitful. One of thenbéts of
the computer-based arts is that there is a largadbhistory of mathematical and technical invedigns. If the
artist/engineer is able to find corresponding mietap between the arts and the sciences, the ititexragork will

thrive as both concepts and the implementationsbeikeasily supported by each other.
9.5.1 Entropy Equilibrium

One new area of investigation | would like to foflpaexplore is the notion of the fulfilment and mial of
expectation as an entropy problem stemming frorarmétion Theory as outlined in Shannon and We&velere
the entropy of an information signal is a relatedhe probability that a symbol is expected to o@ta given point
in time. As written in Chapter 1, it is importamt provide a balance between fulfilling too manytlé viewer's

expectations immediately versus continually denyivar intuitions. The former leads to a boring warnile the
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Figure 9-1. Hypothetical system diagram of an guntradaptive interactive system. Two
"competing" cause-effect mappings are weightedrbgraropy analysis in order to balance
between different extremes of randomness and pedality .

latter become quickly abstruse and alienating. &foee, a good work of art should try to balances¢éhéwo
extremes. This goal suggests an idea of "equilibtiwhere two contrasting forces find a balance.

Luckily, since we can use the mathematical dissewf communication entropy as outlined by Shannon
and Weauver, it may be possible to formally expkhiedesire to create balances of consonance asahdisce in an
interactive environment. In such a case we coultsicer "competing” interactive systen$,andS, each taking
the salient user vector, performing a set of indépet transformations, and yielding two differeatssof output
parameter vectors), and O,, as outlined in Figure 9-1. These two sets of patars are passed into a new
subsection that would evaluate the results of teeut parameters in terms of the entropy valtetsyning a one-
dimensional variable back to the system as feedb@ok system would try to maximize this entropyueabver
time while the other would try to minimize this ety value. This would hopefully have the corregting effect
of creating two different time-varying experiencese which is rather harmonious and the other wbafid appear
to be dissonant, in terms of the user's impressandeir expectations being fulfilled or deniedurthermore,
systemsS, andS, could actually be the same system with the idahti@ansformations, but with different behaviors
to either minimize or maximize the entropy feedback

Since these two outpu€@, and O, were formed with this model of interactivity in mad, they are of the
same mathematical dimensionality and are outpudrpeter vectors. Therefore it would be trivial teege them
together. However, it would be most appropriataltow different "weightings" to be applied to thiseraging, in
order to favor one system over the other, i.evaklgther the "harmonious" or the "dissonant" outfiuhave the
most influence. Then this averaged output parametetor could be sent to the reconstruction sulesyf the
environment and shown back to the interactive pigeit.

The hopes in such an investigation would be tafséenay be possible to dynamically adapt to thelity
of output based on the artistic concept of consoa@md dissonance. If we are successfully ableoteirthis end-
user impression, then artists would not have tceonthemselves with this issue any longer as ilevbe invisibly
embedded into the system. There are, however, alguablems involved in the implementation of sachentropy

feedback, as it may prove difficult to form entromjues from the output reconstruction paramei&nsrefore, it is
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my opinion that such an endeavor would be bothtiatiaras well as a technological challenge, wordfiyfurther
thought.

9.5.2 Further Investigations of Computer Vision Based Inerfaces

Although | outlined several salient characteristtwat can be derived from computer vision interficeChapter 4,
they have not been fully implemented in a workintgiactive environment. The aforementioned wavkat Will
Remain of TheseWses optical flow analysis from an array of sillmece cameras in order to derive motion
estimations that characterize the physical envirmmThe analysis and reapplication of color amthfanalysis of
images is being explored by Joey Berzowski in otdeproduce poetic text from imag®d. would like to extend
this area of research to create a richer saliectoveof higher mathematical dimensionality that Idobe used to
drive a complex output parameter space. For exgnaplx dimensional color salient vector could esgnt the
means and variances of each of the three coloreglan addition, we could derive, say, a twenty elisional
salient vector which would be a set of eigenvectmd eigenvalues that roughly describe the formminteractive
viewer. If we also include a salient vector derifiein optical flow analysis, perhaps simply thetistecal mean of
motion vectors, this would form a twenty-eight dms@nal user representation. Thus, a very largeehgpace
could be formed which contains all of the possiklgresentations of the interactive participant.

The challenge, and it is a difficult one indeedtd create a set of space transformations betteenser
representation and the output parametric systera.skstems that were presented in this thesis daduonsed a
relatively small and manageable number of mathexmlatiegrees of freedom. As the number of degreé®eflom
increases, it becomes more difficult to provide $pace transformations that are pleasing to theerieand are
mathematically well formalized. One could imagite difficulties involved in creating a mapping ftioo that

projects a twenty-eight dimensional vector intsay, a three dimensional output parameter space!

9.5.3 Further Investigations of Physical Based Modeling

Two main types of physical-based modeling — thepsifirad spring and particle systems as describe@hapter 7 —
have been explored by this thesis work. It wouldrteresting to continue to develop real-time satiohs of such
physical based models and find other applicationsHeir use. Several "real-life" components of plagticle system
were not implemented due to real-time requiremestsgh as particle collision detection and havin@a
visualization environment. Furthermore, | wouldocalgke to explore the technical and creative amgians of
implementing additional inter-particle forces, suahk attraction and repulsion forces. This could dasily
implemented though the assignment of a continu@lsed "charge”, say between -1.0 and 1.0, to eacticle.
Particles of similar charge polarity will yield nelgive forces against each other, in proportiothto magnitude of
their charge as well as inversely proportional e tistance between them. Conversely, particlespposite
polarity would attract each other. Either the cleavglues could be assigned by the system autortataathe
charges are the result of the user's interactions.

It would be interesting to see how particles "gilinogether, balancing all of the forces that astiva in

the environment: momentum, friction, user force®] the new inter-particle forces. Unfortunatelyhaugh such a
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system would be rather straightforward to implemeny initial suspicions are that it would requiotmuch
compute power to perform in real-time. This is do¢he fact that every particle must compute thate-particle
force calculations against every other particleingj the system become an "expensi@N?) compute complexity.
However, by making compromises - such as limiting force calculations to within a smallish neightmwd - it

may be feasible to use these extensions in airealgetting.

9.6 Conclusions

In this thesis project and document, | have preskatgeneral mechanism for the design and impleatientof a
computer based art form whose intention is to en#tied communication of a non-narrative, abstrapeeagnce. |
consider this work to be purely "computational”,itagould not be possible to create such systentsidei of the
computer. The computer is used to create a sebdels - user, thematic, community, and reconswucti that can
be algorithmically simulated in the interactive gamment. By choosing not to include the narratgenres of
interactive works, it is possible to view the eatiystem as a set of mapping functions that tremslaut stimulus
into reconstructed responses.

This model was applied to several test casednsixactive Foresexperiences as part of Tod Machover's
The Brain Operaworld-touring show. The interactive installatiotieat were developed sought to emphasize a
subtle, abstract quality of "presence”, in which thewer continuously alters the visual materiahc® the model
uses continuous parametric descriptions of the eieag well as corresponding mathematical transfioms, it was
easy to change from one apparent system behaviandther through very minor changes to the transdition
parameters. As described in Chapter 7, it was pleséor two different environments to be based wactly the
same model except for a single sign change, yigltiro strongly different interactive qualities,.ifeom "scatter”
to "swarm". Likewise, by dropping a single termtire equations, a "sweep" interactive behavior eger@®nce
again small, easy to implement changes to the sygielded a substantial variety in the experience.

Furthermore, such a model has proven to be seglas it was possible to gradually increase the
complexity of the experience while still developing top of the same model. This was illustratecChapter 8,
where theGesture Wallsvere altered to include a network link betweerghboring stations although almost all of
the underlying mathematical systems were the sarhe!time needed to implement the changes betwease twiin
versions of th&esture Wallsvas minimal, since it was necessary to only addtionality on top of that which was
already present. It is my strong belief that suckai@ety of experiences from the same model isumidJsually, in
order for a state-space based work to accommodateasdrastic change of experience, the entirerlyide state-
space would most likely have to be re-written by ntist.

It is my hope that - through this thesis - | hdbeen able to demonstrate how mathematics andiartist
expression can exist side-by-side, where one diseizomplements the other. Rather than the awsgtg the
programmer to implement his/her ideas or the sigergstricting the aesthetics of the artist, itig wish that in the
near future the division between programmers atist@mill gradually vanish. With this documenthdpe to have
demonstrated that there is indeed a consistencyebet these two worlds and that additional reseauoth

development within these areas - and especiallyevtiey interconnect - are well founded.
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